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Abstract— As a powerful paradigm for knowledge represen-
tation and causal inference, Fuzzy Cognitive Map (FCM) has
gradually emerged as a powerful modeling and simulation mech-
anism applicable to numerous research and application fields.
However, conventional FCM theory greatly depends on the ex-
perts’ knowledge. The excessive subjective factors involved in the
determination of FCM weights restrict accuracy and reliability
of inference results generated by FCMs. A promising approach
to reducing or even eliminating the subjective intervention is
the development of learning algorithm for FCMs, namely FCM
learning. This paper proposes a new learning algorithm for FCMs
which is based on the application of multi-objective particle
swarm optimization. The novel approach integrates the FCM
learning with the inference mechanism of FCMs. In order to
validate the proposed FCM learning algorithm, we explore it to
model the mental and physical behaviors of an emotional agent
in a virtual world. The simulation results show that the novel
method not only implements inference process and FCM learning
in parallel, but also overcomes some deficiencies of other learning
algorithms, therefore, improves the efficiency and robustness of
FCMs. Copyright c© 2008 Yang’s Scientific Research Institute, LLC.
All rights reserved.

Index Terms— Fuzzy cognitive maps, multi-objectives, particle
swarm optimization, FCM learning.

I. INTRODUCTION

FCM THEORY was proposed by Kosko to represent the
causal relationships between concepts and to analyze

inference patterns [12] [13] [14] [15]. By describing behaviors
of a collection of concepts, FCMs are able to emulate the
cognitive process of human experts on a specific domain, and
to provide an approach to knowledge representation that is
essential to intelligent systems [15]. Compared with traditional
expert systems and neural networks, FCM has several desirable
properties such as abstraction, flexibility, adaptability and
fuzzy reasoning [22] [24] [25]. Therefore, FCM has gained
considerable research interests [6] [8] and has been applied in
various scientific fields, e.g. social-economic-political systems,
virtual world, systems control, policy [1] [8] [11] [31].

Similar to the development of fuzzy systems in early days,
the conventional methodology for developing FCMs requires
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experts to identify weights which represent the degrees of
causal-effect relationships between concepts [7] [13] [35].
Inevitably, the development methodology relies heavily on
subjective reasoning and the experts’ knowledge. In this re-
gard, FCM methodology can not be considered as a well-
defined technique because the excessive subjective elements
involved in design and inference mechanism restrict the ac-
curacy and reliability of FCMs. In addition, for complicated
causal systems that include lots of concepts, it is not possible
to have experts to explicitly describe the causalities between
concepts since the causal relationships between concepts are
bewilderingly unclear. It is thus necessary to develop some
algorithms for automated or semi-automated FCM learning in
order to eliminate such deficiencies and to improve efficiency
and robustness of FCMs. Currently several FCM learning
approaches have been proposed. They can be categorized into
the following approaches:

A. Approach 1

These approaches are based on artificial neural networks
(ANN) [3] [14] [21] [27] [28]. Kosko [14] proposed the
differential Hebbian learning, a form of unsupervised learning
but without mathematical formulation and real implementa-
tion. Another algorithm named Adaptive Random Learning for
FCM learning was proposed in [3]. This learning algorithm is
based on random neural networks. However, the calculated
weights appear large deviation from the actual FCM weights.
Based on the previous research results, [21] [27] presented
FCM learning based on improved nonlinear Hebbian rule.
These approaches require experts to predetermine the steady
state of the given causal system. In other words, the learning
algorithm tends to work on the assumption that the conver-
gence range of concept states can be specified prior to the
learning process. Obviously, the assumption is unrealistic and
impractical for complicated causal systems, such as social
behavior systems and virtual world systems, because a wealth
of nonlinear causalities and uncertainties involved in the real
causal systems make it impossible to anticipate the steady
states of the system in advance.

B. Approach 2

These approaches are based on Evolution Strategies (ES)
[16] [26] and Particle Swarm Optimization (PSO) [29] [30].
For the existing FCM learning based on ES and PSO, FCM
learning is considered as the optimization problem of single



52 INTERNATIONAL JOURNAL OF COMPUTATIONAL COGNITION (HTTP://WWW.IJCC.US), VOL. 6, NO. 3, SEPTEMBER 2008

objective function. In most cases, the optimization is defined
to minimize the absolute deviation between calculated and de-
sired states of a given causal system. Similar to the ANN-based
FCM learning, the predetermined steady state is indispensable
for these approaches. It leads the existing FCM learning based
on ES and PSO to suffer from the same drawback as that of
ANN-based FCM learning. Furthermore, the single objective
function can not effectively reflect the inherent and diverse
characteristics of the investigated system, due to the multi-
criteria nature in most real world problems.

It is particularly necessary to stress that the existing FCM
learning algorithms based on PSO [29] [30] lack mathematical
formulation and concrete procedures which are necessary to
apply PSO in FCM learning. In fact, the original scheme of
PSO has to be modified when it is used for FCM learning.
Unfortunately, these necessary and important modifications are
not mentioned in previous publications. Although the FCM
learning has been extensively studied, a formal methodology
and algorithm suitable for FCM learning are still needed.

In this paper, as an initial attempt, we proposed the applica-
tion of multi-objective PSO in FCM learning and investigated
the concrete procedures to incorporate FCM theory and multi-
objective PSO. Compared with other FCM learning, the novel
approach doesn’t need to predetermine the steady states of
causal systems prior to FCM learning, as well as accomplishes
the whole process from the determination of causalities in
FCM to the inference process. The remainder of this paper is
organized as follows. Section 2 gives a brief overview on FCM
and its main principles. In Section 3, the PSO algorithm is
briefly presented. Section 4 is devoted to the concrete approach
to FCM learning based on multi-objective PSO. Section 5
presents a case study in which the proposed algorithm is
validated by modeling the mental and physical behaviors of
an emotional agent in a virtual world. The conclusions are
discussed in Section 6.

II. FUZZY COGNITIVE MAPS

FCM is derived from Cognitive Map (CM) [4] [36].
The research about CMs sprung from findings in physic-
psychological experiments, which are used to trace and in-
terpret the functionalities of various mental and cognitive
tasks, abilities and phenomena in animals or humans. Tolman
[36] and later Axelrod [4] described CMs in the formal and
systemic manner. In order to avoid the binary logic that CMs
enclose, Kosko [15] extended CMs to FCMs by introducing
fuzzy relationships between concepts to describe the strength
of causal relationships.

The main incentive that leads to further research and devel-
opment on FCMs is the wide recognition of FCM as a promis-
ing modeling and simulation methodology, with remarkable
characteristics such as abstraction, flexibility, adaptability and
fuzzy reasoning [7] [31] [33]. This section introduces the basic
concepts of traditional FCMs.

A. Basic Definitions and Structure

A FCM is a signed directed graph with feedback, which
consists of a collection of nodes and directed weighted arcs

interconnecting nodes. Nodes in the graph represent the con-
cepts which are system variables, describing the behavioral
characteristics of the system. Directed weighted arcs denote
the causal relationships among different concepts. An example
of a FCM that has been presented in various published studies
[1] [8] is demonstrated in Figure 1 which depicts the topology
structure of a FCM.

In FCMs, the weights companying with arcs take the value
in the interval [−1, 1] describing the type and the magnitude
of the causalities in FCMs. For the example in Figure 1, the
value of the link between the nodes ”Modernization” and ”Mi-
gration into city” means that an increase of ”Modernization”
state causes an increase of ”Migration into city” state and,
analogously, a decrease of ”Modernization” state causes the
decrease of ”Migration into city” state. The weight taking
negative number means an opposite tendency exists among
concepts.

Fig. 1. The FCM Representing the System of Public Health

Obviously, the weights with high absolute values signify
strong casual-effect relationships between concepts. Addition-
ally, conventional FCMs adopt fuzzy sets as the concept value
sets, which mean the concept states taking the value in the
interval [0, 1].

For the sake of convenience, the weights involved in FCMs
can be described as matrix,

W =




. . . . . . . . .

. . . wij . . .

. . . . . . . . .




N×N

where N denotes the number of concepts included in a given
FCM. wij(i, j = 1, 2, . . . , N) denotes the strength of causal
relationship from concept i to concept j.

B. Inference Process of FCM

Besides the graphical representation of a FCM, the math-
ematical formulation to describe the FCM and the inference
mechanism are proposed in many publications [15] [18] [23].

The detailed inference process of traditional FCMs is to
update the values of state vector in discrete time manner based
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on a given weight matrix W and initial state vector. The
inference process of FCMs is described as following equation,

{ C(t) = (Ci(t))1×N

Ci(t + 1) = f
(∑N

j=1 Cj(t)ẇji

)
(

i, j = 1, 2, . . . , N
t = 0, 1, 2, . . . , T

)

(1)
where t indicates the inference steps. C(t) denotes the state
vector of the investigated causal system at step t. Ci(t)
indicates state value of concept i at the inference step t,
and f(∗) is a threshold function. Therefore, the inference
process of a traditional FCM can be regarded as an iterative
process that applies the summation and threshold function to
get the discrete time series of state vectors until the following
requirements on convergence are satisfied,
• A fixed point equilibrium is reached. In this case,

C(t0 + 1) = C(t0), (t0 ∈ T )

where C(t0) is the final state vector.
• A limited cycle is reached. In this case,

C(t0+ M T ) = C(t0), (t0 ∈ T )

where C(t0) is the final state vector. This case means that
the system falls in a loop of a specific period, and after
a certain number of inference steps M T , it reaches the
same state C(t0).

• Chaotic behavior is exhibited [6] [18] [20].

III. PARTICLE SWARM OPTIMIZATION

The Particle Swarm Optimization (PSO) was originally
introduced by J. Kennedy as a stochastic, population-based
optimization algorithm [19]. Recently, PSO has been exten-
sively used in various fields of research, for example fuzzy
systems [37], self-organizing maps [38], and hidden Markov
model training [32].

The basic PSO consists of a swarm of particles moving
in an D-dimensional search space. The core of PSO is to
manipulate the position of a particle by using its previous
position information and its current velocity. According to a
given objective function, each particle keeps track of its best-
achieved position (personal best, ’pbest’) and the best position
ever achieved in the group (group best, ’gbest’) among all
personal bests. These principles are formulated as,

vt+1
i = w × vt

i + r1 × (pbesti − xt
i) + r2 × (gbesti − xt

i)
(2)

xt+1
i = xt

i + vt+1
i (3)

where w is inertia weight; r1,r2 are learning factors taking
value between 0 and 1; vt

i indicates the velocity of particle
i at iteration t; xt

i indicates the current position of particle i
at iteration t; pbesti is personal best of particle; gbest is best
position in the swarm;

Recently, PSO is selected for FCM learning [29] [30], due
to its efficiency and effectiveness on a plethora of applications
in science and engineering, as well as its straightforward
applicability [2]. However, the existing FCM learning based on

PSO lacks mathematical formulation and concrete procedures
to integrate FCM theory with PSO. In fact, the original scheme
of PSO has to be modified when it is used for FCM learning.
Unfortunately, these necessary and important modifications are
not mentioned in previous publications.

In addition, the current applications of PSO in FCM learn-
ing are based on single-objective function optimization. In
many cases, the single objective function doesn’t coincide
with multi-criteria nature of practical systems because single
objective function can not completely describe the diverse
and distinctive characteristics of the investigated system. In
order to meet the requirements of practical applications, an
intensive study of the application of PSO in FCM learning is
still required.

IV. THE PROPOSED APPROACH

A. Objectives of FCM Learning

For the inference mechanism of FCMs, the weight matrix
plays a crucial rule to guarantee the rational inference pro-
cesses and results. Therefore, the determination of weights in a
FCM is significant to construct FCM as a robust methodology.
In this respect, the FCM learning aims at determining proper
values of weights that will be able to accurately quantify
the causal-effect relationships in a FCM. Moreover, in the
inference process of FCMs, the fine-tuning of the weights
is very important to reflect the nonlinear causalities among
concepts[23] [17] [34].

Taking the requirements of FCM learning and multi-criteria
nature of real world problems into account, it is necessary
to employ multi-objective functions to describe the intrinsic
characteristics of the investigated system and to distinguish the
investigated system from others. For the example in Figure 1,
the objective functions can be described as,

{
max(Cmodernization)

min(Cnum of diseases)
(4)

where Cmodernization and Cnum of diseases indicate the state
values of concept “Modernization” and “The number of dis-
eases per 1, 000 residents respectively. Formula 4 implies
that the objectives of the causal system are to improve the
“Modernization” level as well as to keep “The number of
diseases per 1, 000 residents” as less as possible.

Without loss of generality, the objectives functions of a
given casual system can be described in the following form,
Minimize

F (C(t) = {f1(C(t)), . . . , fk(C(t), . . . , fK(C(t))} (5)

In this formulation, fk(C(t)) denotes the kth objective func-
tion. C(t) is the state vector of the given system which is
described as

C(t) = (C1(t), . . . , Ci(t), . . . , CN (t)) (6)

Ci(t) denotes the state value of the ith concept at iteration
step t, and N indicates the number of concepts in the causal
system.

In most cases, the specific multi-objective functions could
be derived from the investigated causal system. Evidently,
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the multi-objective functions are more efficient to reflect the
inherent characteristics of the real causal systems. Moreover,
the multi-objective functions associated with concept states of
FCMs make it possible to integrate multi-objective PSO with
FCM inference process.

B. Main Algorithm

In order to satisfy above requirements, PSO needs to be
incorporated into the inference process of FCMs. Therefore,
the original scheme of PSO has to be modified when it is
applied into FCM learning. The Figure 2 outlines the concept
model of the proposed approach.

As shown in the left side of Figure 2, the states of a causal
system at (t + 1)th step are completely determined by the
states and the weights matrix of the system at tth step. This
process is consistent with the inference mechanism of FCMs
which is described in formula 1.

The right side of Figure 3 shows the FCM learning based on
the application of multi-objective PSO. For the kth objective
function, the FCM learning generates candidate weight matrix
W (k)(t+1) according to W (k)(t) and the C(t). In this way, the
proposed approach implements the FCM inference and FCM
learning in parallel.

In order to describe the procedures in detail, Table 1 gives
the pseudocode of the main algorithm.

The main algorithm consists of three nested cyclic iterative
processes, which represent the index of objective functions, the
iteration numbers of FCM inference and PSO iteration num-
bers respectively. Detailed introduction of the main algorithm
is as in Table I.

Step 1: The proposed approach comes into effect for the
kth objective function, where objective functions are extracted
from the investigated system by the method discussed in
Section 4.1.

Step 1.1: In this step, the weight matrix W (0) and state
vector C(0) are initialized according to the initial conditions
of a given FCM. Additionally, the positions and velocities of
particles are initialized according to formula (8) and formula
(10) respectively. Furthermore, personal best value of each
particle and global best particle are also initialized randomly.

Noted that the size of the swarm and the dimensions
depend on the number of concepts in FCMs. Additionally, the
positions and velocities of each particle within the swarm need
to be initialized according to W (k)(t) and C(t). All positions
of particles are specified as following matrix,

X =




x11 x12 . . . x1N

x21 x22 . . . x2N

. . . . . . . . . . . .
xN1 xN2 . . . xNN


 (7)

where N denotes the number of particles and the number
of dimensions. xij denotes the position of the ith particle
on the jth(j ∈ N) dimension. At the beginning of the tth

inference step, the positions of particles are initialized with the
corresponding element in weight matrix W (k)(t)of the FCM,

xij = w
(k)
ij (t) (8)

TABLE I
THE ALGORITHM OF FCM LEARNING BASED ON MULTI-OBJECTIVE PSO

Pseudocode of FCM and Multi-Objectives PSO
1. for ( k = first objective function ; k < Last Objective Functions;
k ++ )
{
1. 1. Initialization
1. 2. for ( t = 0; t6 Max Inference Iteration; t++ )
{
1.2.1. for ( m = 0; m 6 Max number of PSO Iteration; m++ )
{
do
{
1.2.1.1. Update the velocities of the ith particle according to
formula (10.1);
1.2.1.1. Update the positions of the ith particle according to
formula (10.2);
1.2.1.3. Calculate the fitness value of the ith particle according to
the kth objective function;
1.2.1.4. if (Current fitness is better than the personal best value
(pbest) of the ith particle )
Set pbest value equal to the current fitness and update the personal
best positions of the ith particle equal to the current positions;
1.2.1.5. if (Current fitness is better than the fitness of global best
particle (gbest))
Reset gbest to the current particle’s array index and corresponding
positions;
} while(until all particles are computed )
}
1.2.2. Calculate concept state C(t + 1) = Sigmod (C(t) •W(t))
;
1.2.3. Update weight matrix W (k)(t+1) by setting wij(t+1) =
pbestij ;
1.2.4. Reset C(t) = C(t + 1) and W (t) = W (t + 1);
}
}

Analogous with the initialization of positions of each particle,
the velocities of particles within the swarm is described as,

V =




v11 v12 . . . v1N

v21 v22 . . . v2N

. . . . . . . . . . . .
vN1 vN2 . . . vNN


 (9)

and each velocity of a particle is initialized as

vij =
Ci(t)√

N
(10)

where vij is the velocity of the ith particle on the jth(j ∈ N)
dimension.

Taking the definition of weights of FCMs into account,
namely −1 ≤ wij ≤ 1 , the best positions of a particle on each
dimension are clamped to the range [−1, 1]. If the particle’s
position on a certain dimension is larger than +1 , then the
position on that dimension is limited to +1. Similarly, if the
particle’s position on the dimension is smaller than −1, the
position on that dimension is limited to −1.

Step 1.2: Main algorithm executes FCM inference and FCM
learning.

Step 1.2.1: Main algorithm executes optimization process.
Step 1.2.1.1∼Step 1.2.1.2: Updating positions and velocities

of the ith particle as following formulas,

vm+1
ij = w × vm

ij + r1 × (pbestmij − xm
ij ) (11)

+r2 × (gbestj − xm
ij )
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Fig. 2. Flowchart of the proposed learning

xm+1
ij = xm

ij + vm+1
ij (12)

vm
ij velocity of the ith particle in the jth direc-

tion at the mth PSO iteration;
pbestmij personal best position of the ith particle in

the jth direction at the mth PSO iteration ;
xm

ij position of the ith particle in the jth direc-
tion at the mth PSO iteration;

gbestj position of the global best particle in the jth

direction at the mth PSO iteration ;
r1, r2 learning factors taking values between 0 and

1;
Step 1.2.1.3: Calculating the fitness value of the ith particle

for the kth objective function,

fit vali = fk(C(t)) (13)

Step 1.2.1.4: if fit vali < pbesti, then reset pbesti =
fit vali and update the personal best positions pbestm+1

ij =
xm+1

ij

Step 1.2.1.5: If fit vali < gbest.fitval, then
reset the gbest as the current ith particle and update
the positions of gbest as gbestj = xm+1

ij where
gbest overall best particle within the swarm;
gbest.fitval fitness value of gbest;
Step 1.2.2: Calculating the concept state C(t+1) according

to the inference mechanism of FCM.
Step 1.2.3: Updating the candidate weight matrix W (k)(t+

1) as follow,
w

(k)
ij (t + 1) = pbestij (14)

where pbestij denotes the personal best positions of each par-
ticle i after PSO iteration process. For the PSO optimization,

although all particles access the same global best position, the
personal best positions are specific to a given particle. The
personal best positions can be represented by a M×N matrix,




pbest11 pbest12 . . . pbest1N

pbest21 pbest22 . . . pbest2N

. . . . . . . . . . . .
pbestN1 pbestN2 . . . pbestNN


 (15)

Step 1.2.4: updating concept state C(t) = C(t + 1), weight
matrix W (k)(t) = W (k)(t + 1) respectively, and then go-to
Step 1.2.

C. The Weighted Aggregation Approach

For a given objective function Fk(C(t)), the proposed
approach generates corresponding weight matrix W (k)(t) in
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the FCM learning,

W(k) =




W(k)(1)
......
W(k)(t)
......
W(k)(T )




=




w
(k)
11 (1)... w

(k)
1i (1)... w

(k)
1N (1)

... ... ...

w
(k)
N1(1)... w

(k)
Ni (1)... w

(k)
NN (1)

......

w
(k)
11 (t)... w

(k)
1i (t)... w

(k)
1N (t)

... ... ...

w
(k)
N1(t)... w

(k)
Ni (t)... w

(k)
NN (t)

......

w
(k)
11 (T )... w

(k)
1i (T )... w

(k)
1N (T )

... ... ...

w
(k)
N1(T )... w

(k)
Ni (T )... w

(k)
NN (T )




(16)

where t = 1, 2, . . . , T denotes the iteration step in FCM
inference process. Given a causal system with different ob-
jective functions F (C(t)), a set of weight matrix W =
(W (1), . . . , W (k), . . . , W (K), ) can be obtained by the pro-
posed approach. Therefore, we need to combine these weight
matrixes to generate a candidate weight matrix.
Practically, a direct approach, namely weighted aggregation is
used to generate the candidate weight matrix based on W. In
light of this approach, all the weight matrix W (k)(k ∈ K) are
summed to a weighted combination,

Wcandidate(t) =
∑K

k=1
λkW (k)(t) (17)

where λk(k = 1, 2, . . . , K) is non-negative coefficient and∑K
k=1 λk = 1. λk reflects the important degree of the objective

in the investigated system, which is determined based on priori
knowledge and specific requirements.

V. EXPERIMENT RESULTS

In this section, an emotional agent in a virtual world
is modeled by a FCM and used to validate the proposed
approach. The construction of virtual world and agents are
presented in [39]. A scene of the virtual world is shown in
Figure 3. In the virtual environment, a patient is assisted by
a mobile nurse (emotional agent) who gets information from
the virtual environment and perceives the patient’s emotion as
either ”like” or ”dislike”. In terms of the external information,
the emotional agent recognizes the patient’s emotion as either
”happy” or ”angry” and determines her own intention to
”approach” or ”leave”. Finally, the emotional agent responds
with an appropriate physical behavior, namely move ”forward”
or ”backward”. The elements involved in the scene can be
modeled by a FCM in which five concepts, namely ’Informa-
tion’, ’Emotion’, ’Recognition’, ’Intention’ and ’Behavior’ are
represented as

C(t) = (C1(t), C2(t), C3(t), C4(t), C5(t))

where C1(t) is the stimulus of the system which corresponds
to the concept ”Information”. As the response of the system,

C2(t), C3(t), C4(t) and C5(t) represent different aspects of
agent’s mental and physical behavior as shown in Figure 4.

In most cases, complicated interactions and causal-effect
relationships exist in the different aspects of a person’s mental
and physical behavior [5] [9] [10]. For the given causal system,
the complex interactions and causalities make it impossible
for conventional FCM to explicitly depict and to quantify the
causalities. Therefore, we explore the proposed approach to
determine the causalities in the FCM and to implement the
inference process. As already mentioned, the ultimate purpose
of the emotional agent is to make appropriate response to the
patient’s emotion. According to the nurse’s target and role,
the following three objective functions are defined to describe
the multiple goals of emotional agent in the unpredictable
environment,
Minimize F (C(t)) = {f1 (C(t)) , f2 (C(t)) , f3 (C(t))},
where

f1 (C(t)) =
4∑

i=3

(Ci(t)− C2(t))2

f2 (C(t)) = (C4(t)− C2(t))2 + (C3(t)− C1(t))2

f3 (C(t)) =
4∑

i=2

(Ci(t)− C1(t))2

0 6 Ci(t) 6 1 (i = 1, 2, 3, 4, 5)

Evidently, these objective functions abstracted from the given
example reflect the different aspects of the agent’s main
goals. For example, objective function f1(C(t)) signifies
to simultaneously decrease the difference between state
value of ‘Intention’ and that of ‘Emotion’, as well as the
difference between the ‘Recognition’ and ‘Emotion’. When
the deviation amplitude is less than steady error ξ, ‘Intention’
and ‘Recognition’ could be considered to reflect the ‘Emotion’
efficiently.

For above objective functions, we respectively explore the
proposed approach to generate corresponding weight matrix
W (k)(k=1,2,3) and to obtain the candidate weight matrix
according to formula 14 in which the equivalence coefficient
is defined as λ1 = 0.2, λ2 = 0.25, and λ3 = 0.55.

In order to validate the proposed algorithm, we adopt
different initial conditions C(0) = (0.0, 0.5, 0.5, 0.5, 0.5),
C(0) = (0.575, 0.5, 0.5, 0.5, 0.5), and C(0) =
(0.9, 0.5, 0.5, 0.5, 0.5) as stimulus to drive the mental and
physical behavior of agent. In the above initial conditions,
C2, C3, C4 and C5 have the same state value 0.5 which
means the mental and physical behaviors of the agent are
neutrality. As the stimulus of the system, C1 is initialized with
0.0, 0.575, 0.9 respectively, which denote the ‘Information’
obtained from the environment is very unfavorable, slight
favorable and very favorable respectively. For the sake of
simplicity and without loss of generality, we define the initial
weight matrix randomly and specify the number of PSO
iteration as steps.

Figure 5, 6, 7 illustrate the simulation results of the
system. As the responses of the given system, the state values
of ‘Emotion’, ‘Recognition’, ‘Intention’ and ‘Behavior’
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Fig. 3. A scene of Virtual emotional agent

Fig. 4. Concepts associated with the emotional agent

epitomize the performance of the agent. Therefore, they can
be considered as the criteria to measure the rationality of
FCM learning.

As shown in Figure 5(a), for the initial condition
C(0) = (0.0, 0.5, 0.5, 0.5, 0.5), the given system reaches
the steady state, C(40) = (0.015, 0.28, 0.48, 0.18, 0.04),
at 40th inference steps. This simulation result indicates
that the emotional agent’s judgment on external information,
C1(40) = 0.015 approximates the given stimulus C1(0) = 0.0.
Additionally, the state values of the agent’s mental behavior
described by concepts C2, C3, C4, are less than 0.5. Finally,

as denoted by C5(40) = 0.04, agent moves backward to the
patient as shown in Figure 5(b).

Figure 6(a) and Figure 7(a) show that, corresponding
to the initial condition C(0) = (0.575, 0.5, 0.5, 0.5, 0.5)
and C(0) = (0.9, 0.5, 0.5, 0.5, 0.5), the system reaches
the steady state and respectively. In light of the
simulation results, the agent moves forward to the
patient and moves close to the patient (shown in Figure
6(b) and Figure 7(b)). Additionally, the responses for
initial condition C(0) = (0.9, 0.5, 0.5, 0.5, 0.5) and
C(0) = (0.575, 0.5, 0.5, 0.5, 0.5) are superior to that of
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(a) (b)

Fig. 5. (a) Concept state values corresponding to the initial condition C(0) = (0.0, 0.5, 0.5, 0.5, 0.5) (b) Resulted behavior of the emotional agent with
initial condition C(0) = (0.0, 0.5, 0.5, 0.5, 0.5)

(a) (b)

Fig. 6. (a) Concept state values corresponding to the initial condition C(0) = (0.575, 0.5, 0.5, 0.5, 0.5) (b) Resulted behavior of the emotional agent with
initial condition C(0) = (0.575, 0.5, 0.5, 0.5, 0.5)

C(0) = (0.0, 0.5, 0.5, 0.5, 0.5). This difference is caused
by the equivalence coefficient λi(i = 1, 2, 3). In spite of
this, the responses corresponding to the initial conditions
C(0) = (0.0, 0.5, 0.5, 0.5, 0.5) is still acceptable.

Overall, these simulation results suggest that by exploring
FCM learning based on multi-objective PSO, the emotional
agent can make appropriate responses to the different exter-
nal information, which is dependent on the rational weights
obtained from FCM learning.

VI. CONCLUSION

In this paper, as an initial attempt, we have proposed and
discussed the application of multi-objective PSO in FCM
learning.

By defining multi-objective functions associated with the
given causal system, the novel method not only effectively
reflects the intrinsic characteristics of the investigated system,
but also integrates the FCM learning with FCM inference
process. Additionally, the proposed approach avoids to pre-
determine the steady state of the investigated system which
is indispensable existing FCM learning algorithms. Therefore,
the proposed approach effectively eliminates the excessive

subjective interventions in construction and inference process
of FCMs. To demonstrate the effectiveness of FCM learning
based on multi-objective PSO, we explored the method to
model the mental and physical behaviors of an emotional agent
in a virtual world. The promising simulation results suggest
that the novel method overcomes some deficiencies of existing
FCM learning algorithms, therefore, improves the efficiency
and robustness of FCMs.
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