
1 ContraionMapping
1.1 Prove that a closed subset of a complete space is a complete subspace, and any complete subspace of a metric space

is closed.

Proof. Trivial.

1.2 (Newton's Method) Let f ∈ C2[a, b] and x̂ ∈ (a, b) such that f(x̂) = 0 and f ′(x̂) ̸= 0. Show that there exists a
neighbourhood U(x̂) such that for any x0 ∈ U(x̂) the sequence defined by

xn+1 = xn − f(xn)

f ′(xn)
, n = 0, 1, 2, . . .

converges to x̂.

Proof. Since f ′′(x) is continuous on [a, b], it is bounded by M2 on [a, b] for some M2. Besides, it follows from
f ′(x̂) ̸= 0 that there exists δ1 > 0 such that |f ′(x)| ≥ M1 for all x ∈ [x̂− δ1, x̂+ δ1]. Since f(x̂) = 0, we can find
δ < δ1 such that |f(x)| < M2

1 /(2M2) for all x ∈ [x̂ − δ, x̂ + δ]. More strongly, we can find δ small enough such
that f(x) ̸= 0 for all x ∈ [x̂− δ, x̂+ δ] \ {x̂}, because f ′(x̂) ̸= 0. Let U(x̂) = (x̂− δ, x̂+ δ).
Let g(x) = x − f(x)/f ′(x) and we prove that g(x) is a contraion mapping, and this is clear, because g′(x) =
|f(x)f ′′(x)/f ′(x)2| < M2

1 /(2M2) ·M2/M
2
1 = 1/2. erefore, {xn} would converge and denote the limit point

by x0 ∈ [x̂−δ, x̂+δ]. Take limit in the both sides of the recursive formula, we obtain that x0 = x0−f(x0)/f
′(x0),

which implies that f(x0) = 0. From the construion ofU(x̂)we have seen that x is the only zero of f in [x̂−δ, x̂+δ],
whence it must hold x0 = x̂.

1.3 Let (X , ρ) be a metric space and T : X → X be a mapping which satisfies that ρ(Tx, Ty) < ρ(x, y) for all
x ̸= y and has a fixed point. Show that the fixed point is unique.

Proof. Supposex1 andx2 are two distinfixed points ofT . en it follows from the assumption that ρ(Tx1, Tx2) <
ρ(x1, x2). However, ρ(Tx1, Tx2) is exaly ρ(x1, x2), which leads us to a contradiion.

1.4 Let T be a contraion mapping on a metric space. Show that T is continuous.

Proof. Trivial.

1.5 Let T be a contraion mapping. Show that Tn(n ∈ N) is also a contraion mapping and the converse proposition
may not hold.

Proof. Prove by induion. e statement is true when n = 1 and suppose the contraion coefficient is α1 ∈
(0, 1). Suppose the statement holds for n = k with contraion coefficient αk ∈ (0, 1), then ρ(T k+1x, T k+1y) ≤
α1ρ(T

kx, T ky) ≤ α1αkρ(x, y), whence the statement holds for n = k + 1. erefore, Tn is a contradiion
mapping for all n ≥ 0.
Define T : R → R as

T (x) =

{
1/x, 0 < |x| < 1;
0, otherwise.

en T (x) is not a conformal mapping while T 2(x) is.

1.6 Let M be a bounded closed set in (Rn, ρ) and T : M → M satisfy ρ(Tx, Ty) < ρ(x, y) for all x ̸= y. Show that
T has a unique fixed point in M .
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Proof. It suffices to show the existence of fixed point and the uniqueness follows from Exercise 1.1.3.
Define g(x) = ρ(x, f(x)). From |g(x1) − g(x2)| ≤ ρ(x1, x2) + ρ(f(x1), f(x2)) < 2ρ(x1, x2) it follows that
g(x) is continuous thus it attains its minimum value at some point, say x0, in M (which is a compa set). Hence
g(x0) ≤ g(f(x0)). If x0 ̸= f(x0), then we have g(f(x0)) = ρ(f(x0), f(f(x0))) < ρ(x0, f(x0)) = g(x0) which
is a contradiion. erefore, it must hold that x0 = f(x0).

1.7 Show that the integral equation

x(t)− λ

∫ 1

0

et−sx(s)ds = y(t)

has a unique solution x(t) ∈ C[0, 1], where y(t) ∈ C[0, 1] and |λ| < 1.

Proof. Multiply both sides by e−t, it suffices to show that

x(t)− λ

∫ 1

0

x(s)ds = y(t)

has a unique solution. Define T : C[0, 1] → C[0, 1] as

(Tf)(t) = y(t) + λ

∫ 1

0

f(s)ds,

and it follows that T is a contraion mapping from

∥Tf − Tg∥ = |λ|
∥∥∥∥∫ 1

0

(f(s)− g(s))ds

∥∥∥∥ ≤ |λ| ∥f − g∥.

And the unique fixed point is exaly the solution.

2 Completion
2.1 (Space S) Let S be the set consisting of all sequences

x = (ξ1, ξ2, . . . , ξn, . . . )

of real(complex) numbers. Define metric in S as

ρ(x, y) =

∞∑
k=1

1

2k
|ξk − ηk|

1 + |ξk − ηk|
,

where x = (ξ1, . . . , xk, . . . ) and y = (η1, . . . , ηk, . . . ). Show that S is a complete metric space.

Proof. It is easy to verify that ρ(x, y) is ametric indeed. Let {xn} be aCauchy sequence inS andxn = (xn1 , . . . , xnk
, . . . ).

en for any ϵ > 0, there exists N such that

ρ(xm, xn) =
∞∑
k=1

1

2k
|xmk

− xnk
|

1 + |xmk
− xnk

|
<

ϵ

1− ϵ

for all m > n > N , which implies that

sup
k

|xmk
− xnk

|
1 + |xmk

− xnk
|
<

ϵ

1− ϵ
,

or,
|xmk

− xnk
| < ϵ, ∀k ≥ 0, ∀m,n ≥ N.

It follows that {xnk
}∞n=1 is a Cauchy sequence for a fixed k, thus it converges to some x∗

k, and the convergence is
uniform with regard to k. erefore, xn → x∗ = (x∗

1, . . . , x
∗
k, . . . ), and S is complete.
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2.2 Let (X , ρ) be a metric space. Show that a Cauchy sequence is convergent iff it has a convergent subsequence.

Proof. `Only if ' part is obvious and we shall prove `if ' part below. Let {xn} be a Cauchy sequence and xnk
→ x∗

as k → ∞, where {nk} is strily increasing. Given ϵ > 0, there exists K such that |xnK − x∗| < ϵ/2. Since {xn}
is a Cauchy sequence, there exists N ≥ nK such that |xn − xnK

| < ϵ/2 for all n > N . erefore, |xn − x∗| ≤
|xn − xnK |+ |xnK − x∗| < ϵ, which implies that xn → x∗ as n → ∞.

2.3 Let F be the set consisting of sequences of real numbers each of which has only finitely many nonzero items. In F
the metric is defined as

ρ(x, y) = sup
k≥1

|ξk − ηk|,

where x = {ξk} ∈ F and y = {ηk} ∈ F . Show that (F, ρ) is not complete and points out its completion.

Proof. It is easy to verify that (F, ρ) is metric space. Let xn = (1, 1/2, . . . , 1/n, 0, 0, . . . ), then ρ(xn, xm) =
1/(n + 1) and {xn} is a Cauchy sequence, but it does not converge in F , because for any y ∈ F with yk = 0 for
k > Ny we have ρ(xn, y) ≥ 1/Ny for all n > Ny, indicating that y is not the limit point of {xn}. e completion
of F is the space consisting of all sequences of the reals.

2.4 Prove that the space of all polynomials on [0, 1] under the metric

ρ(p, q) =

∫ 1

0

|p(x)− q(x)|dx

is not complete. Points out its completion.

Proof. Because any continuous funion on [0, 1] can be uniformly approximated by a sequence of polynomials,
hence the space said above is incomplete. Its completion is L1[0, 1].

2.5 Let {xn} be a sequence of points in metric space (X , ρ). If for any ϵ > 0, there exists Cauchy sequence {yn} such
that

ρ(xn, yn) < ϵ,

then {xn} is convergent.

Proof. It suffices to show that {xn} is a Cauchy sequence. Given ϵ > 0, there exists {yn} such that ρ(xn, yn) < ϵ/3
and N such that ρ(yn, ym) < ϵ/3 for all n,m > N . Hence for n,m > N it holds that ρ(xn, xm) ≤ ρ(xn, yn) +
ρ(yn, ym) < ρ(ym, xm) < ϵ.

3 Sequentially Compa Sets
3.1 Show that a subset A of a complete metric space is sequentially compa iff for any ϵ > 0 there exists a sequentially

compa ϵ-net of A.

Proof. e `only if ' part is obvious, because the sequentially companess of A implies that there exist a finite ϵ-net,
thus the net must be sequentially compa. Now we prove the `if ' part.
Given ϵ > 0, andA has a sequentially compa ϵ/2-netB andB is totally bounded, thus has a finite ϵ/2-netC. Let
a ∈ A, there exists b ∈ B such that ρ(a, b) < ϵ/2 and c ∈ C such that ρ(b, c) < ϵ/2, so ρ(a, c) ≤ ρ(a, b)+ρ(b, c)ϵ,
which implies that C is a finite ϵ-net of A. Hence A is totally bounded.

3.2 Show that a continuous funion over a compa set in a metric space is bounded and it can attain its supremum and
infimum.
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Proof. See the proof of Proposition 1.3.12.

3.3 Prove a totally bounded set in a metric space is bounded. Consider a subset E = {ek} of l2 with

ek = {0, 0, . . . , 1︸︷︷︸
kthitem

, 0, . . . }

to show that the converse proposition may not be true.

Proof. Let A be a totally bounded set, then it has a finite 1-net {a1, . . . , an}. Let d = maxj ρ(a1, aj) Obviously A
is contained in (a1, d+ 1) thus bounded.
It is clear that ∥ek∥ = 1 thus {ek} is bounded. However,

∥ei − ej∥ =
√
2

for all i ̸= j, implying that {ek} is not totally bounded.

3.4 Let (X , ρ) be a metric space and F1, F2 be two compa subsets. Show that there exist x1 ∈ F1 and x2 ∈ F2 such
that ρ(F1, F2) = ρ(x1, x2), where

ρ(F1, F2) = inf{ρ(x, y) : x ∈ F1, y ∈ F2}.

Proof. Let f(x) = ρ(x, F1) then f is continuous, from Exercise 1.3.2, it follows that there exists x2 ∈ F2 such that
f(x2) = minx∈F2 f(x). Now we define g(x) = ρ(x2, x) on F1. Since g(x) is continuous, there exists x1 ∈ F1

such that g(x1) = ρ(x2, F1). We claim that x1, x2 satisfy the condition.
Let x ∈ F1 and y ∈ F2, we have ρ(x1, x2) = ρ(x2, F1) ≤ ρ(y, F1) ≤ ρ(y, x), so ρ(x1, x2) ≤ ρ(F1, F2). Also it is
obvious that ρ(F1, F2) ≤ ρ(x1, x2) and the conclusion follows.

3.5 Let M be a bounded set in C[a, b]. Show that the set

E =

{
F (x) =

∫ x

a

f(x)dt
∣∣∣f ∈ M

}
is sequentially compa.

Proof. It is sufficient to show that E is uniformly bounded and uniformly equicontinuous. Suppose M ⊂ B(0, r),
then for any F (x) ∈ E, it holds that ∥F∥ ≤ (b − a)r, indicating that F is uniformly bounded. We have also
|F (x1)− F (x2)| ≤ r(x2 − x1), whence it follows that F is uniformly equicontinuous.

3.6 Let E = {sinnt}∞n=1, show that E is not sequentially compa in C[0, π].

Proof. Take ϵ = 1/2, for any n, we have | sin(n ·π/(2n))− sin 0| = 1 > ϵ, and π/(2n) → 0 as n → ∞. erefore,
E is not uniformly equicontinuous.

3.7 Prove that a subset A of S (see definition in Exercise 1.2.1) is sequentially compa iff for any n there exists Cn > 0
such that for every x = (ξ1, . . . , ξn, . . . ) ∈ A it holds that |ξn| ≤ Cn.

Proof. `Only if ': Since S is complete, A must be totally bounded. Let x1, . . . , xm be a finite 1/2-net of A (xi =
{xi1, . . . , xin, . . . }). For any x = (ξ1, . . . , ξn, . . . ) ∈ A, there exists xi for some i such that ρ(xi, x) < 1/2, which
implies that |xik−ξk|/(1+ |xik−ξk|) < 1/2, or, |xik−ξk| < 1 for all k. Hence |ξk| ≤ max{|x1k|, . . . , |xnk|}+1.
`If ': Let {xn} ⊆ S. Since xn,1 is bounded, hence it has a convergent subsequence, say {xn1i}∞i=1 converging to x1.
We also have xn1i,2 bounded, so it has a subsequence {xn2i} converging to x2. In this way, we have that {xnm,i} ⊆
{xnm−1,i} and {xnm,i,i} is convergent to xm for eachm. It is easy to see that {xnmm}∞m=1 is a subsequence of {xn}
and we shall show that it is convergent. It is clear that xnmmk → xk as m → ∞ for each k, because {xnmm}∞m=k

is a subsequence of {xnki
}∞i=1. en it is not difficult to show that xnmm → x = (x1, . . . , xk, . . . ) in norm.
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3.8 Let (X , ρ) be a metric space and M be a sequentially compa set in X . If map f : X → M satisfies

ρ(f(x1), f(x2)) < ρ(x1, x2), x1 ̸= x2

then it has a unique fixed point in X .

Proof. Consider the closure of M and see Exercise 1.1.6.

3.9 Let (M,ρ) be a compa metric space and E ⊆ C(M) is uniformly bounded and satisfies Hölder condition

|x(t1)− x(t2)| ≤ Cρ(t1, t2)
α, ∀x ∈ E, ∀t1, t2 ∈ M

where 0 < a ≤ 1 and C > 0, show that E is sequentially compa in C(M).

Proof. It is obvious that E is uniformly equicontinuous. Together with the uniform boundedness, it follows that E
is sequentially compa.

4 Normed Linear Space
4.1 For z = (x, y) ∈ R2, define

∥z∥1 = |x|+ |y|; ∥z∥2 =
√

x2 + y2; ∥z∥3 = max(|x|, |y|); ∥z∥4 = (x4 + y4)1/4.

(1) Show that all of ∥ · ∥i are norms of R2 for i = 1, 2, 3, 4;
(2) Draw the unit sphere in (R2, ∥ · ∥i).
(3) Find the lengths of three sides of the triangle with vertices O(0, 0), A(1, 0), B(0, 1) under the four different

norms.

4.2 Let c(0, 1] denote the set of continuous and bounded funions on (0, 1]. Let ∥x∥ = sup
0<t≤1

|x(t)|. Show that

(1) ∥ · ∥ is a norm on c(0, 1];
(2) l∞ is isometric to c(0, 1].

Proof. (1) Trivial.
(2) Define F : l∞ → c(0, 1] as

x = (x1, . . . , xk, . . . ) 7→ f(x) =

{
xk, x = 1

k ;
xk+1 + (xk − xk+1)k((k + 1)x− 1), 1

k+1 < x < 1
k

.

en F is an isometry.

4.3 In C1[a, b] define

∥f∥1 =

(∫ b

a

(|f |2 + |f ′|2) dx

) 1
2

, ∀f ∈ C1[a, b].

(1) Prove that ∥ · ∥1 is a norm on C1[a, b];
(2) Is (C1[a, b], ∥ · ∥1) complete?

Proof. (1) Trivial.
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(2) No. Take [a, b] = [−1, 1] and fn =
√
x2 + n2, we have

∥fn∥1 =
8

3
+

2

n2
− 2 arctann

n
→ 0

as n → ∞, hence {fn} is a Cauchy sequence in (C1[a, b], ∥ · ∥1). It is clear that fn → |x| and we shall prove
that if {fn} converges to some continuous f in norm, then it must hold that f(x) = |x|. If fn → f in norm,
then

∫
|fn − f |2 → 0 thus fn → f in measure. Also fn(x) → |x| in measure hence f(x) and |x| differ at

most in a set of measure zero, since f is continuous, it follows that f(x) = |x| /∈ C1[a, b], indicating that {fn}
does not converge in (C1[a, b], ∥ · ∥1).

4.4 In C[0, 1] define

∥f∥1 =

(∫ 1

0

|f |2 dx
) 1

2

; ∥f∥2 =

(∫ 1

0

(1 + x)|f(x)|2 dx
) 1

2

for every f ∈ C[0, 1]. Show that ∥ · ∥1 is equivalent to ∥ · ∥2.

Proof. It is easy to verify that ∥f∥1 ≤ ∥f∥2 ≤
√
2∥f∥1.

4.5 Let BC[0,∞) be the set of continuous and bounded funions on [0,∞) and a > 0. Define

∥f∥a =

(∫ ∞

0

e−ax|f(x)|2 dx
) 1

2

(1) Show that ∥ · ∥a is a norm on BC[0,∞).
(2) Prove that ∥ · ∥a is not equivalent to ∥ · ∥b for all a ̸= b.

Proof. (1) Trivial.
(2) Suppose a < b. For any C > 1, take f = e−λx where λ = (b− aC2)/(C2 − 1), we have ∥f∥a = 1/

√
a+ λ

and thus ∥f∥a = C∥f∥b.

4.6 Let X1 and X2 be two B∗ spaces and X = X1 × X2 with norm

∥x∥ = max{∥x1∥1, ∥x2∥2},

where x = (x1, x2), xi ∈ Xi and ∥xi∥ is the norm of Xi (i = 1, 2). Show that if X1 and X2 are Banach spaces,
so is X .

Proof. It suffices to show that X is complete. Let {xn} be a Cauchy sequence in X and xn = (xn1, xn2). If
follows immediately that {xn1} and {xn2} are both Cauchy sequences in X1 and X2, respeively. Since Xi is
complete, there exists x∗

i ∈ Xi such that xni → x∗
i . erefore, xn → (x∗

1, x
∗
2) ∈ X and X is complete.

4.7 Let X be a B∗ space. Show that X is a Banach space iff for any {xn} ⊂ X ,
∑∞

n=1 xn is convergent whenever∑∞
n=1 ∥xn∥ is convergent.

Proof. `Only if ': Let {xn} ⊂ X satisfying that
∑∞

n=1 ∥xn∥ is convergent. Let yn =
∑n

k=1 xk, we shall prove that
{yn} is a Cauchy sequence. is is because

∥yn − ym∥ ≤
n∑

k=m

∥xk∥, ∀n > m.
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`If ': Let {xn} be a Cauchy sequence in X . We can choose 1 ≤ n1 < n2 < · · · < nk < · · · such that

∥xm − xnk
∥ <

1

2k

for all m > nk. Let yn = xnk+1
− xnk

(n ≥ 1) and y1 = xn1 then
∑

∥yn∥ is convergent, thus x =
∑

yn exists.
From

∥xn − x∥ ≤ ∥xn − xnk
∥+ ∥xnk

− x∥ = ∥xn − xnk
∥+

∥∥∥∥∥
n−1∑
k=1

yk − x

∥∥∥∥∥
it follows that xn → x.

4.8 Let Pn be the set of polynomials on [a, b] with degree less than or equal to n. Prove that for any f(x) ∈ C[a, b]
there exists P0(x) ∈ Pn such that

max
a≤x≤b

|f(x)− P0(x)| = min
P∈Pn

max
a≤x≤b

|f(x)− P (x)|.

at is, if we use elements in Pn to approximate f(x) uniformly, P0(x) is the optimal one.

Proof. is is a dire corollary of eorem 1.4.23, where ei = xi.

4.9 In R2 we define ∥x∥ = max{|x1|, ∥x2|} for x = (x1, x2). Let e1 = (1, 0) and x0 = (0, 1). Find a ∈ R such that

∥x0 − ae1∥ = min
λ∈R

∥x0 − λe1∥,

and is such a unique? Give a geometric explanation.

Proof. We have that x0 − λe1 = (−λ, 1), so ∥x0 − λe1∥ reaches the minimum value 1 when |λ| ≤ 1.

4.10 Prove the stri convexity of norm is equivalent to

∥x+ y∥ = ∥x∥+ ∥y∥(∀x ̸= 0, y ̸= 0) ⇒ x = cy(c > 0).

Proof. Assume the convexity (as in Definition 1.4.24) first. Let x ̸= 0 and y ̸= 0, x′ = x/∥x∥ and y′ = y/∥x∥,
α = ∥x∥/(∥x∥+ ∥y∥) and β = ∥y∥/(∥x∥+ ∥y∥) then ∥x′∥ = ∥y′∥ = 1. us from the convexity of the norm it
holds that ∥αx′ + βy′∥ < 1, i.e., ∥x+ y∥ < ∥x∥+ ∥y∥, if x′ ̸= y′. erefore, we must have x′ = y′, and x = cy
for some c > 0.
On the contrary, let ∥x∥ = ∥y∥ = 1(x ̸= y) and α + β = 1. It is clear that ∥αx+ βy∥ ≤ α∥x∥+ β∥y∥ = 1, but
the equality holds iff αx = Cβy for some C > 0, or, x = (Cβ/α)y. But ∥x∥ = ∥y∥ hence Cβ/α = 1, resulting
in x = y which is a contradiion. Hence the equality cannot hold and it must hold the stri inequality.

4.11 Let X be a normed linear space. A funion ϕ : X → R is said convex if it holds

ϕ(λx+ (1− λ)y) ≤ λϕ(x) + (1− λ)ϕ(y)

for all 0 ≤ λ ≤ 1. Prove that a local minimum of a convex funion is also a global minimum.

Proof. Suppose x is a local minimum of a convex funion f . For any y, let λ be close to 1 enough, we have
λx+ (1− λ)y close to x enough, thus

f(x) ≤ ϕ(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y),

or
f(x) ≤ f(y),

which implies that x is also a global minimum.
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4.12 Let (X , ∥ · ∥) be a normed linear space and M is a finite dimensional subspace of X with a basis {e1, . . . , en}.
Given g ∈ X , define F : Kn → R as

F (c1, . . . , cn) =

∥∥∥∥∥
n∑

i=1

ciei − g

∥∥∥∥∥ .
(1) F is convex;
(2) If F attains minimum value at c = (c1, . . . , cn) then

f =
n∑

i=1

ciei

is the best approximation of g in M .

Proof. (1) Trivial.
(2) is is exaly the definition of `best approximation'.

4.13 Let X be a B∗ space and X0 a linear subspace of X . Suppose there exists c ∈ (0, 1) such that

inf
x∈X0

∥y − x∥ ≤ c∥y∥, ∀y ∈ X ,

show that X0 is dense in X .

Proof. Let y ∈ X \ X0 and ϵ > 0. ere exists x1 ∈ X0 such that ∥y − x1∥ ≤ c∥y∥ + ϵ/2, then there exists
x2 ∈ X0 such that ∥y− x1 − x2∥ ≤ c∥y− x1∥+ ϵ/4 ≤ c2∥y∥+ cϵ/2+ ϵ/4 < c2∥y∥+ ϵ/2+ ϵ/4. Continue this
process, for each n we have xn ∈ X0 such that

∥y − x1 − · · · − xn∥ ≤ cn∥y∥+ ϵ

2
+

ϵ

22
+ · · ·+ ϵ

2n
< cn∥y∥+ ϵ.

It follows that {
∑n

k=1 xk} ⊆ X0 is a sequence of points converging to y, and hence X0 is dense.

4.14 LetC0 be the set of sequences of real numbers converging to 0, and define the norm inC0 as ∥x∥ = maxn≥1 |ξn| ∀x =
(ξ1, . . . , ξn, . . . ) ∈ C0. Let M = {x = {ξn} ∈ C0 :

∑∞
n=1 ξn/2

n = 0}.

(1) Show that M is a closed sybspace of C0;
(2) Let x0 = (2, 0, . . . , 0, . . . ), show that infZ∈M ∥x0 − Z∥ = 1 but ∥x0 − y∥ > 1 for all y ∈ M .

(Remark: is problem provides an example indicating that the best approximation may not exist for infinite-
dimensional subspace)

Proof. (1) Let x ∈ M , it is clear that
∑

|ξk|/2k converges, since ∥ξk∥ ≤ ∥x∥. en it is trivial to verify thatM is a
subspace. Let {xn} be a Cauchy sequence inM , xn = {ξn1, . . . , ξnk, . . . }. en for any ϵ > 0, there existsN
such that ∥xn−xm∥ < ϵ for all n,m > N , thus for all k, ∥ξnk−ξmk∥ < ϵ, and therefore {ξnk} (with respe to
n) is a Cauchy sequence and suppose it converges to ξk uniformly. erefore, {xn} converges to some x ∈ C0.
Note that |ξk − ξnk| < ϵ for n large enough, we have

∣∣∑ ξk/2
k
∣∣ < ∑

|ξk − ξnk|/2k +
∣∣∑ ξnk/2

k
∣∣ < ϵ.

erefore we know that x ∈ M and M is closed.
(2) First we show that ∥x0 − y∥ > 1 for all y ∈ M . Let y = (y1, . . . , yk). If y1 < 1 or |yk| > 1 for some k > 1

then ∥x0− y∥ > 1. Now assume y1 ≥ 1 and |yk| ≥ 1 for k ≥ 2, then
∑

yn/2
n > 1/2+

∑∞
n=2 yn/2

n. Note
that

∑∞
n=2 |yn|/2n ≤ 1/2, hence

∑
yn/2

n ≥ 0, and the equality holds only if y1 = 1 and yk = −1 for all
k > 1, resulting in that {yk} does not converge to 0, which contradis with y ∈ C0.
Now we show that inf ∥x0 − y∥ = 1. We shall prove that for any ϵ > 0, we can find y ∈ M such that
∥x0 − y∥ ≤ 1+ ϵ. Let δ = 2(ϵ+1)/(ϵ+2), y1 = 1− ϵ and yk = −δk−1 for k > 1. en ∥x0 − y∥ ≤ 1+ ϵ,
yn → 0 and

∑
yi/2

i = 0.
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4.15 Let X be a B∗ space and M a finite-dimensional proper subspace of X . Show that there exists y ∈ X with
∥y∥ = 1 such that ∥y − x∥ ≥ 1 for all x ∈ M .

Proof. Let z ∈ X \M and z′ ∈ M be the best approximation of z. Let d = ∥z − z′∥ and y = (z − z′)/d then
∥y∥ = 1, and ∥y − x∥ = ∥z − (z′ + dx)∥/d ≥ d/d = 1 for all x ∈ M .

4.16 Let f be a complex-valued funion defined on [0, 1] and define

ωδ(f) = sup{|f(x)− f(y)| : ∀x, y ∈ [0, 1], |x− y| ≤ δ}.

Let 0 < α ≤ 1. Define Lipschitz space Lipα as the set of all funions f such that

∥f∥ = |f(0)|+ sup
δ>0

{δ−αωδ(f)} < ∞

and
lipα = {f ∈ Lipα : lim

δ→0
δ−αωδ(f) = 0.}

Show that Lipα is a Banach space and lipα a closed subspace of Lipα.

Proof. It is trivial that Lipα is a normed linear space. Now we prove its completeness. Let {fn} be a Cauchy
sequence in Lipα, then for any ϵ > 0 there existsN such that |fn(0)−fm(0)| < ϵ and supδ>0 δ

−αωδ(fn−fm) < ϵ
for all n,m > N . Hence |fn(x)− fm(x)| < ϵδα + |fn(0)− fm(0)| < ϵ(δα + 1) for all n,m > N , which implies
that {fn(x)} is a Cauchy sequence in C thus it converges to f(x) for some f . We shall show that f ∈ Lipα. is
is because

|f(x)− f(y)| ≤ |(f(x)− fn(x))− (f(y)− fn(y))|+ |fn(x)− fn(y)| (1)

and the uniform pointwise convergence of fn → f .
It is also trivial to see that lipα is a subspace. Let {fn} be a Cauchy sequence in lipα and thus fn → f uniformly
pointwise for some f ∈ Lipα. It follows easily that f ∈ lipα by (1).

4.17 (Quotient space) Let X be a normed linear space and X0 a closed linear subspace of X . Define a equivalence
relation ∼ by x ∼ y iff x− y ∈ X0. e quotient space is X/X0.

(1) Let [x] ∈ X /X0 and x ∈ X . Show that x ∈ [x] iff [x] = x+ X0.
(2) Define addition and scalar multiplication in X /X0 as follows.

[x] + [y] = x+ y + X0, ∀[x], [y] ∈ X /X0;

λ[x] = λx+ X0, ∀[x] ∈ X /X0, ∀λ ∈ K,

where x, y are arbitrary chosen from [x], [y] respeively. Define the norm

∥[x]∥0 = inf
x∈[x]

∥x∥, ∀[x] ∈ X /X0,

Show that (X /X0, ∥ · ∥0) is a B∗ space.
(3) Let [x] ∈ X /X0 show that for any x ∈ [x] it holds that

inf
Z∈X0

∥x− Z∥ = ∥[x]∥0

(4) Define the mapping ϕ : X → X /X0 as

ϕ(x) = [x] = x+ X0, ∀x ∈ X ,

show that ϕ is a continuous linear mapping.
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(5) Let [x] ∈ X /X0. Show that there exist x ∈ X0 such that ϕ(x) = [x] and ∥x∥ ≤ 2∥[x]∥0.
(6) Suppose that (X , ∥ · ∥) is complete. Show that (X /X0, ∥ · ∥0) is complete too.
(7) Let X = C[0, 1], X0 = {f ∈ X : f(0) = 0}, show that X /X0 is isometric to K.

Proof. (1) Trivial. (Note that 0 ∈ X0).
(2) Trivial.
(3) Let x ∈ [x], then [x] = x+X0, hence ∥[x]∥0 = infz∈X0 ∥x+z∥. Since X0 is a subspace, infz∈X0 ∥x+z∥ =

infz∈X0 ∥x− z∥.
(4) It is trivial that f is linear. Now suppose that xn → x, then ∥[xn] − [x]∥0 = ∥[xn − x]∥0 = infz∈X0 ∥xn −

x+ z∥ ≤ ∥xn − x∥, which implies that f(xn) → f(x). us f is continuous.
(5) If ∥[x]∥0 = 0 then x ∈ X0 then we are done. Assume that ∥[x]∥0 > 0. Consider x+X0 = {x−z : z ∈ X0}.

Note that ∥[x]∥0 = infz∈X0 ∥x− z∥, there exists z ∈ X0 such that ∥x− z∥ ≤ 2 infz∈X0 ∥x− z∥, and x− z
is what we desire.

(6) Use ∥[a]− [b]∥0 = ∥[a− b]∥0 ≤ ∥a− b∥.
(7) Let fc(x) = c denoting the constant funion with value c. en we claim that g : x 7→ [fx] is an isometry

betweenK and X /X0. Notice that ∥[fx]− [fy]∥ = ∥[fx−fy]∥ = ∥[fx−y]∥, it suffices to show that ∥[fa]∥ =
|a|. On the one hand, ∥[fa]∥ ≤ ∥fa∥ = |a|; on the other hand, for any f ∈ [fa], ∥f∥ ≥ ∥f(0)∥ = |a|.

5 Convex Sets and Fixed Points
5.1 Let X be a B∗ space and E be a convex proper set with an interior point 0. Denote by P the Minkowski funional

corresponding to E. Show that

(1) x ∈ E◦ ⇐⇒ P (x) < 1;
(2) E◦ = E.

Proof. (1) ``⇒'' is obvious. Now we prove ``⇐''. Suppose that r ∈ (1, 1/P (x)) and B(0, δ) ⊆ C. Let d =
δ(1− 1/r) and we claim that B(x, d) ⊆ C. Suppose that ∥y − x∥ < d, then

1

r
· rx+

(
1− 1

r

)
· r(y − x)

r − 1
= y.

Note that r(y − x)/(r − 1) is in B(0, δ) and thus belongs to C, we have y ∈ C and x is therefore an interior
point of C.

(2) It suffices to show every x ∈ E can be approximated by a sequence of points in E◦. is is easy, because if
x ∈ E and rx ∈ E for all r ∈ (0, 1) and rx belongs to Ec since P (rx) < 1 for r ∈ (0, 1).

5.2 Show that the convex hull of a sequentially compa set in a Banach space is also sequentially compa.

Proof. Let E be a sequentially compa set in a Banach space X thus it is totally bounded. We shall show that
coE is totally bounded too. Given ϵ > 0 and suppose that {a1, . . . , an} is an ϵ-net of E. Let x ∈ coE and
x =

∑
λixi, where

∑
λi = 1, xi ∈ E, thus we can find ax,i such that ∥ax,i − xi∥ < ϵ. Hence it holds that

∥x −
∑

λiax,i∥ ≤
∑

λi∥x − ax,i∥ < ϵ, which implies that A = {
∑

λiai :
∑

λi = 1} constitutes an ϵ-net of
coE. Now we claim that A is sequentially compa, and the conclusion would follow from Exercise 1.3.1.
Given a sequence {xn}, where xn =

∑
λniai. Since 0 ≤ λk1 ≤ 1, there exists a convergent subsequence λn1j1 ⊆

{λn1}. en from xn1j2 ∈ [0, 1], there exists a convergent subsequence xn2j2. Continue this for finitely many
steps (note that {ai} is a finite set) and we will get a subsequence {xmk

} of {xn} with {λmk
i} convergent for all i.

erefore, {xn} contains a convergent subsequence and A is sequentially compa.
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5.3 Let C be a compa convex set in a B∗ space X and the mapping T : C → C be continuous. Show that T has a
fixed point in C.

Proof. is is a dire corollary of Schauder's Fixed Point eorem.

5.4 1 Let C be a closed bounded convex set in Banach space X . e maps Ti : C → X (i = 1, 2) satisfies

(1) For all x, y ∈ C we have T1x+ T2y ∈ C;
(2) T1 is a contraion mapping and T2 is a compa mapping.

Show that T1 + T2 has at least one fixed point in C.

Proof. Fix y ∈ C, it is not difficult to see that the map x 7→ T1x+T2y is a contraion mapping thus it has a unique
fixed point xy ∈ C. Define T : C → C as y 7→ xy, then Tx = T1(Tx)+T2x. We shall prove that T is continuous
and compa, then a fixed point of T is also a fixed point of T1 + T2.
It holds that

∥Tx1 − Tx2∥ = ∥(T1(Tx1) + T2x1)− (T1(Tx2) + T2x2)∥
≤ ∥(T1(Tx1 − Tx2))∥+ ∥T2(x1 − x2)∥
≤ α∥Tx1 − Tx2∥+ ∥T2(x1 − x2)∥,

thus
∥Tx1 − Tx2∥ ≤ 1

1− α
∥T2(x1 − x2)∥.

Since T2 is continuous and compa, it follows immediately that T is continuous and compa too.

5.5 Let A be n-by-n matrix with positive elements. Show that there exists λ and a veor x ∈ Rn such that Ax = λx
and the elements of x are all non-negative but not all zeroes.

Proof. Consider C = {(x1, . . . , xn) ∈ Rn :
∑n

i=1 xi = 1, xi ≥ 0 (i = 1, . . . , n)} then C is a compa convex set.
Define a map f : C → C as f(x) = (Ax)/

∑n
i=1(Ax)i. Now it suffices to show that f(x) is continuous, which

would imply that T (C) is compa and the conclusion would follow from Schauder's Fixed Point eorem.
Let x ∈ C, and we write

∑n
i=1(Ax)i = aTx, where a ∈ Rn. en from∣∣∣∣ Ax

aTx
− Ay

aT y

∣∣∣∣ = |aT yAx− aTxAy|
aTxaT y

≤ |aT (y − x)| · |Ax|
aTxaT y

+
aTx|A(x− y)|

aTxaT y

and
aTxaT y = (aTx)2 + (aTx)(aT (y − x))

we can see that when |y − x| is small enough, |f(x)− f(y)| is small.

5.6 Let K(x, y) be positive-valued continuous funion on [0, 1]× [0, 1]. Define

(Tu)(x) =

∫ 1

0

K(x, y)u(y)dy, ∀u ∈ C[0, 1]

Prove that there exists λ > 0 and continuous non-negative funion u ̸= 0 such that Tu = λu.
1M. A. Krasnoselskii. Two Remarks on the Methods of Successive Approximations. Uspeckhi Mat. Nauk. 10(1955), 123--127.
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Proof. Consider the set

C =

{
u ∈ C[0, 1] : u ≥ 0,

∫ 1

0

u(t)dt = 1

}
.

en C is a closed convex set. Define S : C → C as Su = Tu/
∫ 1

0
Tu(t)dt, and it is not difficult to see that

S is continuous. We shall prove that S(C) is sequentially compa, or, S(C) is uniformly bounded and uniformly
equicontinuous.

Suppose 0 < m ≤ K(x, y) ≤ M on [0, 1]× [0, 1], then we have ∥Su∥ = ∥Tu∥/
∫ 1

0
Tu(t)dt ≤ M/m. us S(C)

is uniformly bounded. On the other hand, we have

∥(Su)(y)− (Su)(x)∥ =
∥(Tu)(y)− (Tu)(x)∥∫ 1

0
Tu(t)dt

≤
∫ 1

0
|K(y, t)−K(x, t)|u(t)dt

m
,

together with the uniform continuous of K the uniform equicontinuity follows.

6 Inner Produ Space
6.1 (Polarization Identity) Let a be a sesquilinear funion on a complex linear space X and q the quadratic form

induced by a. Show that for any x, y ∈ X it holds that

a(x, y) =
1

4
{q(x+ y)− q(x− y) + iq(x+ iy)− iq(x− iy)}.

Proof.

1

4
{q(x+ y)− q(x− y) + iq(x+ iy)− iq(x− iy)}

=
1

4
{a(x+ y, x+ y)− a(x− y, x− y) + ia(x+ iy, x+ iy)− ia(x− iy, x− iy)}

=
1

4
{2a(x, y) + 2a(y, x) + 2i(a(x, iy) + a(iy, x))}}

=
1

4
{2a(x, y) + 2a(y, x) + 2i(−ia(x, y) + ia(y, x))}}

=
1

4
· 4a(x, y) = a(x, y)

6.2 Show that it is impossible to introduce an inner produ (·, ·) in C[a, b] such that

(f, f)
1
2 = max

a≤x≤b
|f(x)|, ∀f ∈ C[a, b].

Proof. It is suffices that the parallelogram equality does not hold. Assume that [a, b] = [0, 1]. Let f(x) = x and
g(x) = x2 we have that ∥f + g∥2 + ∥f − g∥2 = 4 + 1/4 while 2(∥f∥2 + ∥g∥2) = 4.

6.3 In L2[0, T ] show that the funion

x 7→

∣∣∣∣∣
∫ T

0

e−(T−τ)x(τ)dτ

∣∣∣∣∣ , ∀x ∈ L2[0, T ]

reaches its maximum value on the unit sphere, and find the maximum value with the point x at which it attains the
maximum value.
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Proof. Assume that
∫ T

0
|x(τ)|2 dτ = 1, by Cauchy-Schwarz Inequality we have∣∣∣∣∣

∫ T

0

e−(T−τ)x(τ)dτ

∣∣∣∣∣ ≤
(∫ T

0

e−2(T−τ)dτ

) 1
2
(∫ T

0

|x2(τ)|dx

) 1
2

=

√
1− e−2T

2
,

where the equality holds iff x(τ) = λe−(T−τ) for some λ. Combining with
∫ T

0
|x(τ)|2 dτ = 1, we can obtain

that λ = ±
√
2eT /

√
e2T − 1. erefore, the funion attains the maximum value

√
1− e−2T /

√
2 at x(τ) =

±
√
2eτ/

√
eT − e−T .

6.4 Let M,N be two subsets in an inner-produ space. Prove that

M ⊆ N ⇒ N⊥ ⊆ M⊥.

Proof. Trivial.

6.5 Let M be a subset of Hilbert space X , show that

(M⊥)⊥ = spanM.

Proof. Firstly we prove that M⊥ = spanM⊥ and it suffices to show that M⊥ ⊆ spanM⊥. Let x ∈ M⊥ and
y ∈ spanM . If y ∈ spanM , then y =

∑
anxn with xn ∈ M . Since x ⊥ xn, we know that x ⊥ y. If y /∈ spanM ,

then there exists {yn} ⊆ spanM such that yn → y. We have that x ⊥ yn, so x ⊥ y. erefore, M⊥ ⊆ spanM⊥.
Now we show that ifA is a closed subspace of X then (A⊥)⊥ = A. It is clear thatA ⊆ (A⊥)⊥. Now we shall prove
that (A⊥)⊥ ⊆ A. Suppose that x ⊥ A⊥. Write x = y+z, where y ∈ A and z ∈ A⊥, hence (x, z) = (y, z)+(z, z)
with (x, z) = (y, z) = 0, yielding that (z, z) = 0 and z = 0. us x = y ∈ A.

6.6 In L2[−1, 1] what is the orthogonal complement of the set of even funions? Prove your result.

Proof. e orthogonal complement consists of such funion which differs from some odd funion on a set of
measure zero. It is such a funion is orthogonal to any even funion, and we shall prove the converse, that is, if∫ 1

−1
fḡ = 0 for all even funion g, then f differs from an odd funion on a set of measure zero. Write

∫ 1

−1
fḡ =∫ 1

0
(f(x)+ f(−x))g(x)dx and let g(x) = f(x)+ f(−x) on [0, 1], hence

∫ 1

0
|f(x)+ f(−x)|2 = 0, which indicates

that f(x) + f(−x) = 0 almost everywhere on [0, 1] and thus on [−1, 1].

6.7 In L2[a, b] consider the set S = {e2πinx}∞n=−∞.

(1) If |b− a| ≤ 1 then S⊥ = {0}.
(2) If |b− a| > 1 then S⊥ ̸= {0}.

Proof. (1) If |b− a| = 1, it is well-known that S⊥ = {0}. If |b− a| < 1, if u ∈ S⊥, we can extend u to some u′

on [a, a+ 1] such that
∫ b

a
u′e2πinxdx = 0 for all n. us u′ = 0 on [a, a+ 1] and accordingly u = 0.

(2) Note that {e2πinx} is an orthonormal basis on [b− 1, b]. So for any u ∈ L2[a, b− 1] (u ̸= 0), we can extend
it to a funion u′ in L2[a, b] such that u′ ∈ S⊥.

6.8 Denote by X the set of all analytic funions on the closed unit circle. e inner produ is defined as

(f, g) =
1

i

∮
|z|=1

f(z)g(z)

z
dz, ∀f, g ∈ X .

Show that {zn/
√
2π}∞n=0 is an orthonormal set.
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Proof. Let zn = zn/
√
2π. First we show that (zn, zn) = 1.

(zn, zn) =
1

2πi

∮
|z|=1

znz̄n

z
dz =

1

2πi

∮
|z|=1

|z|2n

z
dz =

1

2πi

∮
|z|=1

dz

z
= 1

Next we show that zn and zm (n > m) are orthogonal.

(zn, zm) =
1

2πi

∮
|z|=1

znz̄m

z
dz =

1

2πi

∮
|z|=1

|z|2mzn−m

z
dz =

1

2πi

∮
|z|=1

zn−m−1dz = 0.

6.9 Let {en}∞1 and {fn}∞1 be two orthonormal sets in Hilbert space X and they satisfy that

∞∑
i=1

∥en − fn∥2 < 1.

Show that the completeness of one of {en} and {fn} implies that of the other.

Proof. Assume that {en} is complete. If {fn} is not complete then there exists x ̸= 0 such that x ⊥ fn for all n. It
follows that

∥x∥2 =
∑

|(x, en)|2 =
∑

|(x, en − fn)|2 ≤ ∥x∥2
∑

∥en − fn∥2 < ∥x∥2,

which is a contradiion. erefore, {fn} must be complete.

6.10 Suppose that X be a Hilbert space and X0 a closed subspace of X . Let {en} and {fn} be orthonormal bases of
X0 and X ⊥

0 , respeively. Show that {en} ∪ {fn} is an orthonormal basis of X .

Proof. It is clear that {en}∪{fn} is an orthonormal set. From the unique decomposition theorem this set is a basis
of X .

6.11 Let H2(D) an inner-produ as defined in Example 1.6.28.

(1) Suppose the Taylor expansion of u(z) is u(z) =
∑∞

k=0 bkz
k, show that

∞∑
k=0

|bk|2

k + 1
< ∞;

(2) Let u(z), v(z) ∈ H2(D) and

u(z) =
∞∑
k=0

akz
k, v(z) =

∞∑
k=0

bkz
k,

show that

(u, v) = π

∞∑
k=0

ak bk
k + 1

;

(3) Let u(z) ∈ H2(D), show that

|u(z)| ≤ ∥u∥√
π(1− |z|)

, ∀ |z| < 1;

(4) Verify that H2(D) is a Hilbert space.
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Proof. (1) From the definition of H2(D) we have

∫∫
D

∣∣∣∣∣
∞∑
k=0

bkz
k

∣∣∣∣∣
2

dxdy =

∫∫
D

( ∞∑
k=0

bkz
k

)( ∞∑
k=0

bkz̄
k

)
dxdy =

∫∫
D

∑
k≥0,l≥0

bkblz
kz̄l dxdy < ∞.

Since
∑

bkz
k converges uniformly on B(0, r) (0 < r < 1), it holds that∫∫

|z|≤r

∑
k≥0,l≥0

bkblz
kz̄l dxdy

=
∑

k≥0,l≥0

∫∫
|z|≤r

bkblz
kz̄l dxdy

=
∑

k≥0,l≥0

bkbl

∫ r

0

sk+l+1ds

∫ 2π

0

(cos kθ + i sin kθ)(cos lθ − i sin lθ)dθ

=
∑
k≥0

bkbk · r2k+2

2(k + 1)
· 2π = π

∞∑
k=0

|bk|2

k + 1
r2k+2.

Since
∫∫

D
|u(z)|2dxdy < ∞, it holds that limr→1−

∫∫
|z|≤r

|u(z)|2dxdy =
∫∫

D
|u(z)|2dxdy. We also have

limr→1−
∑

|bk|2r2k+2/(k + 1) =
∑

|bk|2/(k + 1), the conclusion follows immediately.
(2) e proof is very similar to the previous one.
(3) Let r = 1− |z| then B(z, r) ⊆ D. Note that f(x, y) = u(x+ iy) is harmonic, hence we have

|u(z)| = 1

πr2

∣∣∣∣∣
∫∫

B(z,r)

u(x+ iy)dxdy

∣∣∣∣∣ ≤ 1√
πr

(∫∫
B(z,r)

|u(x+ iy)|2dxdy

) 1
2

≤ ∥u∥√
π(1− |z|)

.

(4) Everything is clear except completeness. Let {un} be a Cauchy sequence. en for all z on a circle |z| ≤ r
we have from (3) that |un(z) − um(z)| ≤ ∥un − um∥/(

√
π(1 − r)), hence {un(z)} uniformly converges

within |z| ≤ r to some u(z). We know that u(z) is holomorphic and
∫∫

u(z)
dxdy < ∞ from Minkowski's

Inequality.

6.12 Let X be an inner-produ space and {en} be an orthonormal set. Show that∣∣∣∣∣
∞∑

n=1

(x, en)(y, en)

∣∣∣∣∣ ≤ ∥x∥ ∥y∥, ∀x, y ∈ X .

Proof. We have∣∣∣∣∣
∞∑

n=1

(x, en)(y, en)

∣∣∣∣∣ ≤
∞∑

n=1

|(x, en)| |(y, en)| ≤

( ∞∑
n=1

|(x, en)|2
) 1

2
( ∞∑

n=1

|(y, en)|2
) 1

2

≤ ∥x∥ ∥y∥

using Cauchy-Schwarz and Bessel Inequalities.

6.13 Let X be an inner-produ space. For any x0 ∈ X and any r > 0, define

C = {x ∈ X : ∥x− x0∥ < r}.

(1) Show that C is a closed convex subset;
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(2) For any x ∈ X define

y =

{
x0 + r(x− x0)/∥x− x0∥, x /∈ C;
x, x ∈ C,

Show that y is the best approximation of x in C.

Proof. (1) Trivial.
(2) If x ∈ C then ∥y− x∥ = 0 and thus y is obviously the best approximation. Now assume that x /∈ C, then for

any c ∈ C we have

∥y − x∥ =

∥∥∥∥x0 + r
x− x0

∥x− x0∥
− x

∥∥∥∥ = ∥x− x0∥ − r ≥ ∥x− x0∥ − ∥c− x0∥ ≥ ∥x− c∥.

6.14 Find (a0, a1, a2) ∈ R3 which minimizes
∫ 1

0
|et − a0 − a1t− a2t

2|2dt.

Proof. is is to find the projeion of et on span{1, t, t2} in L2[0, 1]. According to the system of equations (1.6.4),
we obtain that a0 = 39e− 105, a1 = −12(18e− 49) and a2 = 30(7e− 19).

6.15 Let f(x) ∈ C2[a, b] satisfying

f(a) = f(b) = 0, f ′(a) = 1, f ′(b) = 0.

Show that ∫ b

a

|f ′′(x)|2dx ≥ 4

b− a
.

Proof. e curve spline is a cubic funion, say g(x) = Ax3 + Bx2 + Cx + D. en from g(a) = g(b) = 0,
g′(a) = 1, g(b) = 0, we can obtain that A = 1/(a − b)2 and B = −(a + 2b)/(a − b)2. en

∫ b

a
|f ′′(x)|2 ≥∫ b

a
|g′′(x)|2dx = 4/(a− b)4 ·

∫ b

a
(a+ 2b− 3x)2dx = 4/(b− a).

6.16 (Variational Inequality) Let X be a Hilbert space and a(x, y) a Hermitian sesquilinear funion on X . Suppose
that there exists M > 0 and δ > 0 such that

δ∥x∥2 ≤ a(x, x) ≤ M∥x∥2, ∀x ∈ X .

Let u0 ∈ X and C be a closed convex subset on X . Show that the funion

x 7→ a(x, x)−ℜ(u0, x)

attains minimum value at some x0 on C and the point x0 is unique and satisfies

ℜ(2a(x0, x− x0)− (u0, x− x0)) ≥ 0, ∀x ∈ C.

Proof. Denote the funion by f(x). We have f(x) ≥ δ∥x∥2 − |(u0, x)| ≥ δ∥x∥2 − ∥u0∥ ∥x∥, which is bounded
below, so we can suppose that d = infx∈C f(x), and d < f(xn) < d+ 1/n. We can write

f(x) = a(x, x) +
∥u0 − x∥2 − ∥x∥2 − ∥u0∥2

2
.

We shall show that {xn} is convergent, that is, it is a Cauchy sequence. From parallelogram equality we have

∥xm − xn∥2 = 2(∥xm∥2 + ∥xn∥2)− 4

∥∥∥∥xn + xm

2

∥∥∥∥2 (2)
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and

∥xm − xn∥2 = ∥(u0 − xm)− (u0 − xn)∥2

= 2(∥u0 − xm∥2 + ∥u0 − xn∥2)− 4

∥∥∥∥u0 −
xn + xm

2

∥∥∥∥2
= 2

(
2f(xm)− 2a(xm, xm) + ∥xm∥2 + ∥u0∥2 + 2f(xn)− 2a(xn, xn) + ∥xn∥2 + ∥u0∥2

)
− 4

(
2f

(
xn + xm

2

)
− 2a

(
xn + xm

2
,
xn + xm

2

)
+

∥∥∥∥xn + xm

2

∥∥∥∥2 + ∥u0∥2
)

= 4

(
f(xm) + f(xn)− 2f

(
xm + xn

2

))
+ 4

(
2a

(
xn + xm

2
,
xn + xm

2

)
− a(xm, xm)− a(xn, xn)

)
+ ∥xm − xn∥2 (use (2))

So it holds that

0 = 4

(
f(xm) + f(xn)− 2f

(
xm + xn

2

))
+ 4

(
2a

(
xn + xm

2
,
xn + xm

2

)
− a(xm, xm)− a(xn, xn)

)
< 4

(
1

m
+

1

n

)
+ 4

(
a

(
xm +

xn − xm

2
, xm +

xn − xm

2

)
− a(xm, xm)

)
+ 4

(
a

(
xn − xn − xm

2
, xn − xn − xm

2

)
− a(xn, xn)

)
= 4

(
1

m
+

1

n

)
+ 4

(
ℜa(xm, xn − xm) + a

(
xn − xm

2
,
xn − xm

2

))
+ 4

(
−ℜa(xn, xn − xm) + a

(
xn − xm

2
,
xn − xm

2

))
= 4

(
1

m
+

1

n

)
− 4ℜa(xm − xn, xm − xn) + 2a(xn − xm, xn − xm)

= 4

(
1

m
+

1

n

)
− 2a(xn − xm, xn − xm) ≤ 4

(
1

m
+

1

n

)
− 2δ∥xn − xm∥2.

erefore,

∥xm − xn∥2 <
2

δ

(
1

m
+

1

n

)
→ 0, m, n → ∞.

Now we prove that the uniqueness. If f(x) = f(y) = d and x ̸= y, then similar to the process above, we have that
∥x− y∥2 < 0, which is a contradiion. Hence it must hold that x = y.
Suppose that f(x0) = d, let gx(t) = f(tx+ (1− t)x0), then gx(t) ≥ gx(0) for all x ∈ C and t ∈ [0, 1].

gx(t) = a(t(x− x0) + x0, t(x− x0) + x0)−ℜ(u0, t(x− x0) + x0)

= t2a(x− x0, x− x0) + 2tℜa(x0, (x− x0)) + a(x0, x0)− tℜ(u0, x− x0)−ℜ(u0, x0)

Hence g′x(0) = 2ℜa(x0, x − x0) − ℜ(u0, x − x0). Since gx(t) − gx(0) = g′x(0)t + a(x − x0, x − x0)t
2 ≥ 0, it

follows that g′x(0) ≥ −a(x− x0, x− x0)t for all t ∈ (0, 1] and thus g′x(0) ≥ 0.
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