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he gap between Internet videos and mobile devices is
driving the evolution of mobile multimedia application
platforms. According to the Cisco Visual Networking
Index (VNI) report [1], mobile video consumption will

increase 16-fold between 2012 and 2017, generating over 66
percent of mobile data traffic by 2017. However, it is still a
challenge to satisfy the soaring demand for video consumption
on resource-constrained mobile devices. Nowadays, mobile
devices can support limited video formats and resolutions. For
example, the iPhone 5S and Samsung Galaxy S4 do not support
flash video (FLV), which is a commonly-used format provided
by content providers. Thus, transcoding technology [2] is
required to transcode videos into a particular format (e.g. mp4)
suitable to be played on mobile devices, along with a resolution
reduction to match the screen size of diverse mobile devices.
Nevertheless, such a transcoding process is computation-inten-
sive, which can drain the battery lifetime of mobile devices.
Therefore, a new computing paradigm is increasingly demand-
ed for mobile devices to consume video content.

Cloud computing [3], due to its elasticity of resource alloca-
tion, offers a natural way to accomplish transcoding tasks,

bridging the gap between Internet videos and mobile devices.
Instead of transcoding a video locally, mobile users can
upload the video to the cloud for transcoding via base stations
or WiFi access points, which is referred to as computation
offloading [4]. By offloading the computation to the cloud,
significant energy consumption on resource-constrained
mobile devices can be saved, enabling mobile devices to run
rich media applications [5].

Vast amounts of work has been invested in leveraging
cloud computing to enhance the performance of multimedia
transcoding. The authors in [6] utilized a Hadoop-based cloud
for transcoding media content, which can greatly improve
encoding times. Similarly, the authors in [7] presented a scal-
able distributed media transcoding system that can reduce the
transcoding time for mobile users. With visualization technol-
ogy, the authors in [8, 9] considered the cost-efficient virtual
machine provision in the cloud for video transcoding. From
the perspective of cache management, the authors in [10] pro-
vided a simulation for a cloud transcoding system, and
explored the proper cache sizes and the number of computers
to effectively operate in the cloud. However, neither of those
prior works investigated decision-making policy for transcod-
ing (i.e. offloading policy) under an optimization framework,
by considering energy conservation on both mobile devices
and the cloud jointly. Therefore, an energy-efficient offload-
ing policy is needed to deliver Transcoding as a Service
(TaaS) for the sake of green mobile cloud.
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In this article we first present a generic green mobile cloud
system to provide TaaS to mobile devices, as illustrated in Fig.
1. There is a dispatcher at the front end that receives offload-
ing requests from mobile devices. There are also a set of ser-
vice engines and data storage in the back end that stores the
original video contents. If the video requested by users is
cached in service engines, the cached video can be rendered
immediately to users without transcoding; otherwise, video
transcoding is performed either on the mobile device locally
(i.e. mobile execution) or one of the service engines in the
cloud (i.e. cloud execution). Specifically, the dispatcher can
have the information of mobile users (i.e. specific profile of
transcoding tasks and configuration of mobile devices) and
service engines in the cloud (i.e. the queue length and esti-
mated transcoding time in each service engine) to make the
offloading decision for the execution of transcoding tasks.

Then we propose an optimization framework
for offloading policy to reduce the energy con-
sumption on both the mobile device and the
cloud, coupled with the consideration of time
delay for video transcoding. For the mobile
device, we formulate offloading policy as a con-
strained optimization problem, in order to mini-
mize the energy consumption on the mobile
device while satisfying the delay deadline. We
find the operational region on which execution
mode, that is, mobile execution or cloud execu-
tion, is more energy efficient for the mobile device.
For the cloud, using the framework of Lyapunov
optimization, we propose an online algorithm to
dispatch transcoding tasks to service engines, in
order to Reduce Energy consumption while
achieving the QUEue STability (REQUEST) in
the cloud. The REQUEST algorithm is adaptive
to balance the trade-off between time average
energy consumption and time average queue
length. By appropriately choosing the control
variable, the REQUEST algorithm outperforms
three alternative algorithms, that is, Round
Robin, Random Rate, and Least Time algorithms,
with lower time average energy consumption and
time average queue length on service engines.

The proposed offloading policy can reduce the
energy consumption on both the mobile devices
and the cloud jointly, which provides guidelines
for the design of green mobile cloud.

The rest of this article is organized as follows.
In the following section we present the models of
mobile execution and cloud execution as well as
an optimization framework. In the third section
we propose the energy-efficient offloading policy.
After that we further discuss the variation of a
generic mobile cloud system and its related
research problems. The final section summarizes
this article and provides future directions.

System Modeling and Optimization
Framework
As illustrated in Fig. 2, transcoding tasks can be
executed in two alternative modes:
•Mobile execution, in which transcoding tasks

are executed locally on the mobile device.
•Cloud execution, in which transcoding tasks are

offloaded and scheduled by the dispatcher to
one of the service engines for execution.

In the following, we present system models for mobile exe-
cution and cloud execution. We first define an application
profile for the transcoding task. Then we introduce a queue-
ing model for service engines in the cloud for cloud execution.
In addition, we present energy consumption models for the
mobile device and service engines in the cloud, respectively,
followed by an optimization framework for offloading policy.

Transcoding Model
In this article a transcoding task is abstracted into a profile
with two parameters, including:
• Input data size L, the number of data bits of the file for

transcoding.
• Application completion deadline Td, the delay deadline

before which the application should be completed.
Both the input data size L and the application completion

Figure 1. A generic mobile cloud system. There is a dispatcher at the front-
end that receives offloading requests from mobile devices. There are also
a set of service engines and data storage in the back-end. The dispatcher
can have the information of mobile users (i.e. specific profile of transcod-
ing tasks and configuration of mobile devices) and service engines in the
cloud (i.e. the queueing delay and estimated transcoding time in each ser-
vice engine) for the offloading policy.
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Figure 2.Transcoding tasks can be executed in two alternative modes: the
mobile execution and the cloud execution. The mobile execution com-
pletes transcoding tasks using computation resources on the mobile
device, while the cloud execution completes transcoding tasks by a dele-
gated service engine after the mobile device has transmitted the input file
to that service engine. There can be two classes of transcoding tasks, that
is, delay-sensitive tasks and delay-tolerant tasks. Delay-sensitive tasks can
preempt delay-tolerant tasks in each service engine.
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deadline Td have an impact on the energy consumption of
transcoding tasks. Normally, with more input data the energy
consumption can be higher. For the completion deadline Td,
we assume that there are two types of application profile: if
Td is small, the transcoding task is delay-sensitive; if Td is
large, the transcoding task is delay-tolerant. We assume that
delay-tolerant tasks are offloaded to the cloud to reduce the
burden of CPU resources on mobile devices.

The classification of delay-sensitive and delay-tolerant
transcoding tasks can be interpreted by the category of
users. Suppose that there are two categories of users, that
is, members and non-members. Members have subscribed to
TaaS in advance, while non-members request video
transcoding in an on-demand manner. In this case, members
can have higher priority, for which transcoding tasks are
considered to be delay-sensitive; non-members have lower
priority, for which transcoding tasks are considered to be
delay-tolerant.

Queueing Model
We model service engines in the cloud as a set of queues in
Fig. 2. Without loss of generality, we assume that there are N
service engines in the cloud. We define queue length Q(t) as
the remaining time of transcoding tasks for each service
engine at discrete time slot t, that is, Q(t) = {Q1(t), Q2(t), …,
QN(t)}. The length of a time slot is small such that there is at
most one transcoding task arriving for each time slot. The dis-
patcher can estimate the transcoding time of the task arriving
at time slot t executed by each service engine, that is, A(t) =
{A1(t), A2(t), …, AN(t)}. In addition, the dispatcher can
observe the queue length of each service engine before it
decides which service engine should receive transcoding tasks.
Note that delay-sensitive transcoding tasks can preempt delay-
tolerant transcoding tasks ahead in the queue in order to sat-
isfy the time constraint of video transcoding. In this article we
take queueing delay T0 into account, which was not consid-
ered in [11].

Energy Model
Let us consider the energy consumption on both mobile
device and service engines in the cloud for video transcoding.

First, for the mobile device, its energy consumption stems
from the local computation determined by the CPU workload
for the mobile execution, or the data transmission to the
cloud for the cloud execution.

Specifically, for the mobile execution, the computation energy
for each operation is a function of the clock frequency f [11].
The total energy consumption is a summation over all CPU
cycles, W, to accomplish the transcoding task within the delay
deadline Td by setting f for each CPU cycle. Particularly, the
number of CPU cycles W depends on the input data L and
the complexity of transcoding. Thus, the total energy con-
sumption of the mobile execution is Em (L, Td, y), where
y = {f1, f2, …, fW} is any clock-frequency vector that meets
the delay deadline Td.

For the cloud execution, the energy consumption on the
mobile device consists of the energy consumed by transmitting
the input data and receiving the output data. First, the input
data L is transmitted to the cloud by adapting transmission
rate rt, and the resulted energy consumption is assumed to be
a monomial function of the data transmitted (where n is the
monomial order depending on the module scheme) [11]. Sec-
ond, the output data L¢ is assumed to be received at a con-
stant rate r¢ and power P ¢. Thus, the total energy consumption
of the cloud execution is E{Etran (L, Ts, f)} + Erecv(L¢), where
Etran and Erecv are the energy consumed by transmitting the
input data and receiving the output data, respectively, and the

expectation is taken over the varying channel condition. More
specifically, f = {r1, r2,…rTs} is a data transmission schedule
that meets the transmission delay Ts = Td – (L¢/r¢) – T0, where
the queueing delay in the cloud T0 depends on the offloading
policy for which service engine is chosen to perform the
transcoding task.

Second, for the service engine in the cloud, its energy con-
sumption stems from the computation to accomplish
transcoding tasks. We do not consider other types of energy
consumption in the service engine, for example, memory and
network, since computation energy consumption is dominant
in the distributed servers [12]. Specifically, each service engine
operates in a constant CPU speed si and a computation power
Pi that is assumed to be a convex function of CPU speed si
[12], where i = 1, 2, …, N. If the ith service engine receives a
transcoding task, its resulting energy consumption will be
Ai(t)Pi; otherwise, there is no energy consumption for the ith
service engine.

Optimization Framework
For the mobile device, given the characteristics of the
transcoding task (i.e. L and Td), we determine which execu-
tion, that is, mobile execution or cloud execution, is more
energy-efficient. We can formulate delay-constrained opti-
mization problems for the mobile execution and the cloud
execution, respectively. For the mobile execution, its energy
consumption Em can be minimized by optimally configuring
the clock frequency via dynamic voltage scaling (DVS), that is

(1)

where Y is the set of all feasible clock-frequency vectors y.
For the cloud execution, its energy consumption Ec can be
minimized by optimally setting the transmission rate, that is, 

(2)

where F is the set of all feasible data scheduling vectors f.
Then the offloading policy for mobile devices is obtained by
comparing the optimal energy consumption of the mobile exe-
cution and the cloud execution.

For service engines in the cloud, given the estimated
transcoding time and the observed queue length (i.e. A(t) and
Q(t)), we determine which service engine should perform the
arriving transcoding task. We can formulate a stability-con-
strained optimization problem, aiming to minimize the time
average energy consumption while satisfying the queue stabili-
ty (i.e. the time average queue length should not go to infini-
ty, which implies finite average delay), or

(3)

where the expectation is taken over the randomness of A(t).
Particularly, the time average energy consumption 

—
E and the

time average queue length —Q are defined as the average of
summation of energy consumed and remaining transcoding
time by N service engines over a long period of time, respec-
tively. Under this optimization framework, the energy-efficient
offloading policy for the mobile device and the cloud is pre-
sented in the next section.

Energy-Efficient Offloading Policy
In this section we propose the energy-efficient offloading poli-
cy in the green mobile cloud system.
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Offloading Policy for Mobile Devices

For the offloading policy on the mobile device, we determine
whether the transcoding task should be executed locally or
offloaded for cloud execution, in order to minimize the energy
consumed on the mobile device while meeting the delay deadline.

We can adapt the results in [11] to obtain the minimum
energy consumption on the mobile device. Specifically, the
minimum energy consumption of the mobile device by the
mobile execution is Em

* = ML3/Td
2, where M is a constant

depending on the chip architecture on the mobile device. The
minimum energy consumption on the mobile device by the
cloud execution is 

where the first term refers to the energy consumption of
transmitting the input data, and the second term refers to the
energy consumption of receiving the output data. In addition,
C(n) is a function of monomial order n for the cloud execution.

As an example, let us consider the application of
transcoding FLV files with 1920×1080 resolution size into
mp4 files with 320×240 resolution size.1 We collect both the
input and output data, and find that the output data size L¢
can be modelled as a linear function of input data size L,
that is L¢ = aL + b, as illustrated in Fig. 3. Thus, the output
data size, L¢, can be approximated by this model.

Based on the characteristics of the transcoding task and the
configuration of mobile devices, we can determine which exe-
cution is more energy-efficient for the mobile device by com-
paring Em

* and Ec
*. Figure 4 shows there exists an operational

region of the mobile execution and the cloud execution,
respectively, for input data size L and specified time delay Td
under n = 2. First, Figs. 4a and 4b show the cases when the
queueing delay is relatively long. Particularly, if the queueing
delay is longer (i.e. T0 = 1s in Fig. 4b), the region of the
mobile execution is larger, indicating that it is more likely to
accomplish the transcoding task on the mobile device. This is
because, under a total application completion deadline, the
transmission time is shorter for the longer queueing delay,
given that the receiving time (i.e. L¢/r¢) is the same (i.e. r¢ =
500 KB/s). In this case, it requires the mobile device to trans-
mit the input data within a shorter given time, which con-
sumes more energy. Second, Figs. 4c and 4d show the cases
when the queueing delay is relatively short (i.e. T0 = 0.1 s).
Under a high receiving rate (i.e. r¢ = 500 KB/s), it seems that
the region is separated by a line, as illustrated in Fig. 4c. This
is because both the queueing delay and the receiving time are
short, indicating that the transmission time is close to the total
application completion deadline. This result agrees with [11] if
we only consider the transmission delay. However, under the
same queueing delay but lower receiving rate (i.e. r¢ = 250
KB/s), the receiving time has the effect on the decision. As
illustrated in Fig. 4d, the region of the mobile execution has
expanded for low receiving rate, if compared to Fig. 4c.

Offloading Policy for Service Engines
For the offloading policy on service engines, we determine
which service engine should receive the transcoding task to
minimize the time average energy consumption in the cloud,
subject to the queue stability.

Using the framework of Lyapunov optimization [13], we
propose the REQUEST algorithm that dispatches transcoding
tasks to service engines in order to reduce energy consump-
tion while achieving the queue stability. The REQUEST algo-
rithm works as follows. Upon receiving the transcoding task at
time slot t, the dispatcher estimates its transcoding time for
each service engine, Ai(t), and observes the queue length on
each service engine, Qi(t), where i = 1, 2, …, N. Then the
transcoding task is dispatched to the service engine with the
minimum value of Ai(t)(Qi(t) + VPi), where V is a control
variable. In addition, the queue length is updated at every
time slot for each service engine.

The REQUEST algorithm controls the energy-delay
trade-off of transcoding by tuning the variable V. We con-
duct a simulation where the length of a time slot is set to be
0.5 second. We assume that there are 10 service engines,
the CPU speed of which ranges from 2.0 GHz to 2.9 GHz.
In Fig. 5 we plot the time average energy consumption and
the time average queue length that are normalized and cal-
culated over 100,000 time slots under different V .  It is
shown that the time average energy consumption decreases
and converges to the optimal value, as V increases. Howev-
er, the time average queue length grows linearly. Hence,
there exists an energy-delay trade-off of the REQUEST
algorithm. By choosing different control variable V, the
REQUEST algorithm can balance the trade-off between the
time average energy consumption and the time average
queue length.

We also compare the performance of the REQUEST algo-
rithm with the other three dispatching algorithms, that is,
Round Robin, Random Rate, and Least Time. For the Round
Robin algorithm, transcoding tasks are scheduled in a cyclic
fashion among N service engines. For the Random Rate algo-
rithm, transcoding tasks are dispatched to the ith service
engine with the probability 

For the Least Time algorithm, transcoding tasks are sched-
uled to the service engine with the least remaining time. We
use a real trace data that contains the video requests to a
CDN node in China from 7:00 am to 7:00 pm on March 25,
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for transcoding. The data size of the output file L¢ can be
modelled as a linear function of the data size of the input
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2012. We plot the time average energy consumption and the
time average queue length for every hour as well as the file
size in Fig. 6 from top to bottom, respectively. It is shown
that the REQUEST algorithm (V = 0) has a time average
queue length close to the Round Robin, Random Rate, and
Least Time algorithms, but it has the largest time average
energy consumption. The REQUEST algorithm (V = 5) can
have the smallest time average energy consumption, but it
has the longest time average queue length. The REQUEST
algorithm (V = 1) has a slightly larger time average energy
consumption than the REQUEST algorithm (V = 5) but
achieves a much shorter time average queue length. This
reflects the energy-delay trade-off of the REQUEST algo-
rithm. The Least Time algorithm has a shorter time average
queue length, but larger time average energy consumption
than the REQUEST algorithm (V = 5 and V = 1). The
other two algorithms, that is, Round Robin and Random
Rate, however, have much larger time average energy con-
sumption than the REQUEST algorithm (V = 5 and V = 1).
This is because these two algorithms are unaware of the
arrivals and the queue length, which limits their perfor-
mance. Therefore, the REQUEST algorithm is more adap-
tive to reduce the energy consumption while maintaining the
queue stability.

Variation of Generic Green Mobile Cloud
System

In this section we present the variation of the proposed gener-
ic green mobile cloud system and discuss its related open
research problems.

VM Deployment and Task Migration
Virtual machines (VMs) can be deployed in service engines to
achieve high resource utilization and reduce the energy con-
sumption in the cloud. First, each service engine is equipped with
multiple VMs that are dynamically set to be active or inactive in
response to the arrival of transcoding tasks. As such, the deploy-
ment of VMs can reduce the number of service engines used and
improve the resource utilization of service engines. Second, task
consolidation by migrating tasks from one service engine to
another also allows fewer service engines to be used, thus saving
energy consumption in the cloud [14]. However, since there are
more tasks to be processed with resource contention in a shared
service engine, task consolidation can degrade the performance
and increase the delay for users. Therefore, an intelligent task
migration strategy should consider this energy-delay trade-off to
allocate computing resources for application offloading.

Figure 4. Operational region of the mobile execution and the cloud execution for mobile devices, where n = 2. a) T0 = 0.5s, r¢ =
500KB/s; b) T0 = 1s, r¢ = 500 KB/s; c) T0 = 0.1s, r¢ = 500 KB/s; d) T0 = 0.1s, r¢ = 250 KB/s.
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Task Classification
Transcoding tasks can be classified into different priorities,
based on what type of service has been subscribed by mobile
users. Transcoding tasks in a higher priority can preempt
transcoding tasks in a lower priority to have low queueing
delay. In addition, transcoding tasks in a high priority can be
accomplished by service engines in parallel. Therefore, by task
classification, the cloud provider can deliver a range of quality
of service to users, while reducing the energy consumption in
the cloud.

Cache Management
We can have a cache management for the content in the
cloud. If the video requested by users is cached in the storage
and available to users, delay can be reduced significantly for
users to consume the video, and energy consumption can be
saved on service engines. However, the storage space can be
limited for a large amount of content. Therefore, a strategic
cache management by predicting user requests can be incor-
porated into the generic mobile cloud system.

Other Applications
The generic mobile cloud system can also be applied to other
computation-intensive mobile applications. One typical appli-
cation is image retrieval [15]. It is common for a camera-
equipped mobile device to capture and store images.
Retrieving images from a large collection of images is compu-
tation-intensive for mobile devices. Particularly, this applica-
tion extracts features from the query image and the collection,
and then compares images based on their features. To reduce
the energy consumption on the mobile device, one can adopt
our proposed optimization framework and find the optimal
operational region for the mobile execution and the cloud
execution. Meanwhile, the proposed REQUEST algorithm
can also be applied to schedule service engines in the cloud to
reduce the energy consumption while achieving the queue sta-
bility for image retrieval.

Conclusion
In this article we presented a generic mobile cloud system and
investigated an energy-efficient offloading policy for TaaS in
this system. We aimed to minimize the energy consumption of
transcoding on the mobile devices and service engines in the
cloud while achieving a low delay. For a mobile device, we

formulated the offloading policy as a delay-constrained opti-
mization problem. We obtained the operational region on
which execution mode, that is, mobile execution or cloud exe-
cution, is more energy efficient for the mobile device. For ser-
vice engines in the cloud, we formulated the offloading policy
as a stability-constrained optimization problem. We proposed
an online algorithm to dispatch transcoding tasks to service
engines, which can reduce energy consumption while achiev-
ing queue stability. By appropriately choosing the control vari-
able, the proposed algorithm outperforms three alternative
algorithms, with lower time average energy consumption and
queue length. Finally, we discussed related research problems
in the proposed generic green mobile cloud system.

In the future we will consider the dispatching algorithm
under the virtualized environment in which virtual machines
are put into use and task migration can take effect. This con-
sideration can further reduce the energy consumption and
improve the utilization of resources in the cloud.
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Figure 6. Performance comparison among the REQUEST
algorithm, the Round Robin algorithm, the Random Rate
algorithm and the Least Time algorithm under real trace.
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