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Abstract—The prevalence of social networking services dra-
matically changes the landscape of video distribution, in which
social video contents spread much faster than traditional video-
sharing portals. The pervasive wireless connectivity further
enables users to view and generate videos from anywhere at
any time. In this paper, we focus on the problem of collab-
orative distribution of social videos in a wireless community
cloud. We aim to minimize the total power consumption of
all participants in the community. To this purpose, we first
analyze the distribution problem using a Markovian model and
study how the soft deadline threshold impacts the total power
consumption. We derive the closed-form expression to reveal the
relationship between the optimal power allocation strategy and
the soft deadline threshold. Our numerical results show that
the minimum power consumption increases convexly as the soft
deadline threshold approaches one. Moreover, we also observe
that when more paths are used for parallel transmission, the total
power consumption increases in spite that the power consumption
of each individual path is reduced.

I. INTRODUCTION

Social contents have dominated people’s online life in the

Internet world[1]. The fast spreading nature of social video

contents makes it challenging to design an efficient distribution

infrastructure[2]. Special content distribution networks are re-

quired to guarantee high quality of user experiences, however,

it is at the cost of significant infrastructure investment. It is

more promising and cost-effective to utilize resources con-

tributed by participants to relieve the deployment burden[3].

In recent years, community cloud[4] emerges a radically new

way to realize the sharing of social videos among different

participants. A community cloud is constructed by a specific

community of users who have shared interests and each

user contributes its own resource to serve others. With the

penetration of advanced wireless technologies (e.g., LTE,

WIFI, WiMax), all participants in a community cloud can

be interconnected via high-bandwidth wireless links and such

kind of community cloud is referred as Wireless Community

Cloud.
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Project, under Grant 2011J2200086.

In a wireless community cloud, there exists a number of

collaborative participants (e.g., gateway, Set-top Box), which

can be either a resource contributor or resource consumer.

Each participant is equipped with a wireless interface for

communicating with other participant. Social contents can be

shared and distributed among participants through wireless

links. To facilitate video sharing in the community, each

participant should contribute its storage space for video storage

and share the bandwidth of its wireless link. The channel

condition of all wireless links in the community cloud is

possibly time-varying, and the transmission rate of wireless

channels is determined by the power allocation strategy of each

participant in the transmission path. The viewing quality of

social videos depends on the distribution efficiency over such

a wireless community cloud, which is in turn determined by

the power allocation strategy of each participant. It is expected

to formally study how the user viewing quality is impacted by

the power allocation strategy, and how to minimize the total

power consumption of all participants while still respecting a

certain level of user quality-of-service.

For data transmission over the wireless networks, multi-

path transmission technique is widely used to improve the

throughput of data transmission (e.g., [5][6][7]). The perfor-

mance of data transmission can be improved by increasing

the efficiency of network resource usage [8][9]. As video

distribution is inherently time-sensitive, each video segment

is associated with a playback deadline. The viewing quality

experienced by users is determined by the probability that

each video segment can be transmitted to viewers before

its playback deadline. If only considering the hard deadline

for each data packet, it is not easy, if impossible, to obtain

the exact optimal solution for the optimal power allocation

strategy. The minimum power consumption can only be

achieved approximately [10][11][12][13]. Instead, the optimal

power allocation strategy can be derived deterministically if

associating each packets with a soft deadline. By incorporating

the user experience as a constraint, the relaxation of using soft

deadline can still guarantee the same level of user experience

as using the hard deadline.1

In this paper, we consider the problem of power-efficient

collaborative distribution of social videos in the wireless

community cloud. Different from previous studies (e.g.,

1An example is illustrated in our technical report[14] to show how to
guarantee the same level of user experience.
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[15][16][17][18][19][20]), which only considered online ap-

proximate power allocation strategies under the hard-deadline

constraint, we design an optimal online power allocation

strategy for soft deadline constrained video content distribu-

tion over community clouds. To this end, we formulate the

power allocation problem with an objective of minimizing

the expected power consumption by utilizing the steady state

distribution of system states.

Overall, the main contributions of this paper can be sum-

marized as follows:

• We characterize the optimal power allocation strategy un-

der the simplified ON/OFF wireless channel model, and

find that the optimal power allocation strategy depends on

the parameter of the path(i.e., vON , the ON probability)

and is homogeneous across parallel transmission paths.

• We investigate the effects of soft deadline threshold

when the steady state probability distribution of system

states follows a uniform distribution. We prove that the

power allocation strategy is homogeneous across system

states. We explicitly derive a closed-form solution for the

optimal power allocation strategy.

• We conduct numerical studies to show that the minimum

power consumption increases convexly as the soft dead-

line threshold approaches one which indicates significant

benefits of using soft deadline. Furthermore, we find that

using more parallel transmission paths can reduce the

power consumed by each individual path although the

total power consumption increases.

The rest of this paper is organized as follows. Section II

illustrates the system model and architecture. In Section III we

give the formulation of the power consumption optimization

problem. We characterize the optimal power allocation strategy

in Section IV. Numerical evalution results are presented in

Section V. Section VI concludes this paper.

II. SYSTEM MODEL AND ARCHITECTURE

A. System Architecture

The sharing of social video contents has been more and

more popular among Internet users. Consider a wireless

community cloud as illustrated in Fig. 1, users have social

connections among themselves, and can share video contents

via the underlying wireless links.

When a user creates a video and wishes to share it with

others, the video is first replicated multiple times in the com-

munity cloud. The replicas are spread over multiple different

participants for the redundancy purpose. Here, a participant

can be a gateway or STB that represents a user to participate

the community cloud. Later, another user who is invited to

watch this video can download from multiple participants in

parallel. All the participants in the delivery paths collaborate

to distribute the video content to the requester. All the data

transmissions are based on wireless links.

B. Model Assumptions

The following assumptions are made in our model:

• (A1): Each wireless channel is an i.i.d. block-fading

channel, and the channel state will keep unchanged for a

Home 

Entertainment 

Gateway

Video 

Publisher
Video 

Consumer

Fig. 1. Social video distribution over a wireless community cloud

short length of time τs. We assume no interference exists

across wireless channels as collaborative participants are

able to use orthogonal frequency bands.

• (A2): Each video is divided into multiple video segments

with the same playback duration time T0. One video

segment can not be viewed until being completely down-

loaded.

• (A3): Each video segment consists of multiple data

packets. And the packets of one video segment are evenly

distributed on transmission paths. Namely, for one video

segment with a size of ω bytes, if the number of available

transmission paths is L, then each transmission path

needs to transmit ω/L bytes of video data for this video

segment.

• (A4): The downloading process of one video segment is

synchronous and sequential.

Each wireless channel between the resource contributor

and the viewer is an i.i.d. block-fading channel. The channel

condition can be in any state of S = {s1, s2, · · · , sN}, the

corresponding channel gain g is G = {g1, g2, · · · , gN}. The

probability distribution of channel state is defined by V =
{v1, v2, · · · , vN}. According to Shannon-Hartley theorem[21],

the channel capacity R(or achievable transmission rate) along

an i.i.d. wireless channel with a bandwidth of W is defined

as follows

R = W log2(1 +
p

g
), (1)

where p is the transmission power of the channel, and g stands

for the channel gain. Thus, the probability generating function

of the transmission rate of a channel with transmission power

p is given by

Gp
R(z) = E[zR] =

N
∑

k=1

vk · z
W log2(1+

p
gk

)
. (2)

The transmission of one video segment happens syn-

chronously and in parallel among multiple available transmis-

sion paths. Fig. 2 illustrates the system state at the beginning

of the transmission of one video segment. For each resource

contributor, there is a transmission queue which stores video

packets of the video segment being transmitted. After all
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packets of one video segment have been completely trans-

mitted, transmission queues will be filled up by packets of the

next video segment. Because the transmission of each video

segment is synchronized among all available transmission

paths, the occupancy of each transmission queue(in the unit of

playback duration time) can not be larger than T0/L. Denote

the occupancy of the playback buffer at time t as B(t)(in
the unit of playback duration time). From Fig. 2, we can see

that the playback deadline of this video segment is B(t) after

the beginning of the transmission of this video segment. With

assumption (A2), if all the transmission queues can be cleared

up within the time period of B(t), then we can claim that this

video segment meets its playback deadline.

Soft deadline is defined by the probability that a video

segment meets its playback deadline. Without loss of gener-

ality, we assume that the playback rate of the downloaded

video data is one, the length of time slot τs is one time

unit and R takes integral values, which indicates that the

playback duration time of the video data downloaded along

one transmission path within one time slot is an integral. Thus,

the occupancy of the playback buffer B(t) is also integral.

Denote rij and pij as the transmission rate along path j and the

transmission power at the i-th time slot after the beginning of

the transmission of this video segment, respectively. Thus, the

amount of video data that can be downloaded within B(t) time

slots along path j is defined by βj,B(t)(pj) =
∑B(t)

i=1 rj(p
i
j),

where pj = (p1j , p
2
j , · · · , p

B(t)
j ). Thus, the soft deadline is

defined as follows

L
∏

j=1

Pr(βj,B(t)(pj) ≥ ω/L) ≥ η, (3)

where η represents the soft deadline threshold. Given

the probability generating function Gp
R(z), the probability

Pr(βj,B(t)(pj) ≥ ω/L) can be expressed as follows

Pr(βj,B(t)(pj) ≥ ω/L) = 1−

T0/L−1
∑

b=0

G
(b)
∑B(t)

i=1 rij(p
i
j)
(0)

b!
, (4)

where G∑B(t)
i=1 rij(p

i
j)
(z) is the probability generating function

of the random variable
∑B(t)

i=1 rij(p
i
j). Since the channel states

at different time slots are independent, we can calculate

G∑B(t)
i=1 rij(p

i
j)
(z) as follows

G∑B(t)
i=1 rij(p

i
j)
(z) =

B(t)
∏

i=1

G
pi
j

R (z). (5)

To simplify the analysis, we make the following additional

assumptions:

• (A5): Each wireless channel only has two states:

ON/OFF. The correspondent channel gain and probability

distribution are {gON , gOFF } and {vON , vOFF }. More-

over, we assume vON > vOFF .

• (A6): The power allocation strategy only has two choices,

that is, p ∈ {0, p∗}. What’s more, we assume that W ·
log2(1 +

p∗

gON
) = 2. This assumption can be relaxed by

multiplying W · log2(1+
p∗

gON
) by a constant coefficient,

D1=T0/L

D2=T0/L

DL=T0/L

B(t)

Playback

buffer

Transmission

queue r1(t)

r2(t)

rL(t)
...

Fig. 2. System state at the beginning of the transmission of one video
segment

but we assume the coefficient to be one to obtain simpler

and explicit mathematical results. And when the channel

state is OFF, the available transmission rate is 0 no matter

what the power allocation strategy is.

From (A5) and (A6), we have

Pr(βj,B(t)(pj) ≥ ω/L) = 1−

Mj
∑

k=0

(vOFF )
B(t)−k · (vON )k,

(6)

where Mj =
∑B(t)

i=1 I(pij 6= 0). We assume that vON = α ·
vOFF where α > 1, then we have

Pr(βj,B(t)(pj) ≥ ω/L) = 1− (
1− αMj

1− α
)(vOFF )

B(t). (7)

III. PROBLEM FORMULATION

A. Markovian System Model

The system state S at time t is denoted by a vector

(B(t),D(t)), where D(t) = (D1(t), D2(t), · · · , DL(t)) rep-

resents the occupancy of transmission queues of resource

contributors. The playback buffer size is upper bounded by

B > 0. Thus, we have 0 ≤ B(t) ≤ B, ∀t, and 0 ≤ Dj(t) ≤
T0/L, ∀j, t. Note that, we use n as the index of the system

state, and during the transition between the nth system state

and n+1th system state, the system state will keep unchanged.

During the transmission of video segment i, the system can

be in three different kinds of states:

• (1)S−1 = (B(n) < T0, ∃j, 0 < Dj(n) < T0

L ), B(n) +
∑L

j=1 Dj(n) = T0 indicates that a playback buffer star-

vation happens during the transmission of video segment

i. In this state, the playback buffer only stores part of

video segment i, and some packets of video segment

i stored in some transmission queues have not been

transmitted to the viewer. With assumption (A2), there is

no available playback video data in the playback buffer.

• (2)S0 = (B(n) = T0, Dj(n) = T0

L , ∀j) indicates

that no playback buffer starvation happens during the

transmission of video segment i and the buffered packets

of previously transmitted segments have been consumed

up when all packets of video segment i have been

transmitted.

• (3) Sk = (B(n) = T0+k,Dj(n) =
T0

L , ∀j) indicates that

no playback buffer starvation happens during the trans-

mission of video segment i, and the buffered packets of
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previously transmitted segments have not been consumed

up when video segment i is completely transmitted.

Note that, the transition from state S−1 to state S0 represents

the re-buffering process. State S−1 can only be transited to

state S0. That is, if S0 happens during the transmission of

segment i, the system state must be S0 when segment i is

completely transmitted. In both state S0 and Sk, there are

available playback video data in the playback buffer and all

resource contributors start to transmit video segment i+ 1.

Now, we investigate the transition probabilities between

different system states when transmitting segment i:

• S0 ⇒ S−1. This transition indicates that a buffer star-

vation happens, which means there is no available video

data can be played, before all transmission paths complete

transmitting all packets of segment i. The condition

∃j, 0 < Dj(n+1) < T0

L represents the case in which there

is at least one transmission paths having not completed

transmitting packets of segment i. The transition prob-

ability is defined by
∑L

j=1

∑T0/L−1
b=0

G
(b)
∑T0

i=1
ri
j
(pi

j
)
(0)

b! =
∑L

j=1
1−αMj

1−α · (vOFF )
T0 .

• S0 ⇒ S0. This transition indicates that all

transmission paths complete transmitting all packets

of segment i after the time at which all packets

of previously transmitted segments stored in

playback buffer are consumed up. The transition

probability is defined by
∏L

j=1

G
(T0/L)
∑T0

i=1
ri
j
(pi

j
)
(0)

(T0/L)! =
∏L

j=1 C
T0/L
Mj

· αT0/L · (vOFF )
T0 , if Mj ≥ T0/L, ∀j;

otherwise, the transition probability is 0.

• S0 ⇒ Sk. This transition indicates that all transmis-

sion paths can complete transmitting all packets of seg-

ment i before packets of previously transmitted seg-

ments stored in the playback buffer are consumed up.

If k ≤ T0 and Mj ≥ T0/L, ∀j, then the transi-

tion probability is defined by
∏L

j=1

G
(T0/L)
∑T0−k

i=1
ri
j
(pi

j
)
(0)

(T0/L)! =
∏L

j=1 C
T0/L
Mj

· αT0/L · (vOFF )
T0−k, otherwise, the tran-

sition probability is 0.

• S−1 ⇒ S0. This transition indicates the re-buffering

process. Thus, the transition probability is 1.

• Sk ⇒ S0. This transition is the same as the tran-

sition S0 ⇒ S0 while the playback buffer stores

more than one video segment before the transi-

tion happens. If Mj ≥ T0/L, ∀j, the transition

probability is defined as
∏L

j=1

G
(T0/L)
∑T0+k

i=1
ri
j
(pi

j
)
(0)

(T0/L)! =
∏L

j=1 C
T0/L
Mj

· αT0/L · (vOFF )
T0+k, otherwise, the tran-

sition probability is 0.

• Sk ⇒ S−1. This transition indicates that a buffer

starvation happens before all packets of segment

i have been transmitted. The transition probabil-

ity is defined as
∑L

j=1

∑T0/L−1
b=0

G
(b)
∑T0+k

i=1
ri
j
(pi

j
)
(0)

b! =
∑L

j=1
1−αMj

1−α · (vOFF )
T0+k.

• Sk ⇒ Sk′ . This transition indicates that packets of previ-

ously transmitted segments have not yet been consumed

up before all packets of segment i are transmitted. If

k′ ≤ k + T0 and Mj ≥ T0/L, ∀j, then the transition

probability is defined as
∏L

j=1

G
(T0/L)

∑T0+k−k′

i=1
ri
j
(pi

j
)

(0)

(T0/L)! =
∏L

j=1 C
T0/L
Mj

· αT0/L · (vOFF )
T0+k−k′

, otherwise, the

transition probability is 0.

The system state at the beginning of transmitting one video

segment can only be S0 or Sk, where k /∈ {−1, 0}. There

are two kinds of transition paths: one is {S0,Sk} → S−1 →
{S0,Sk,Sk′}, the other is {S0,Sk} → {S0,Sk,Sk′}, where

k 6= k′ /∈ {1−, 0}. An illustrative description of possible

system state transitions can be seen in our technical report[14].

The size of the transition probability matrix Q is (B −
T0 +2)× (B− T0 +2). The one-step transition probability is

concluded by the expression (8).

The sequence of system states forms a homogeneous, irre-

ducible, and aperiodic Markov chain. We assume the steady

state distribution π of system state is well defined. π can be

obtained by the one-step transition probability
{

π = πQ,
∑B−T0

k=−1 πk = 1.
(9)

B. Optimization Framework

To reduce the time spent in the re-buffering process, we

assume that each channel will allocate the power p∗ at time

slots when system state is S−1. Thus, the objective problem

with an objective of minimizing the power consumed by the

distribution network during the transmission of one video

segment can be formulated as follows

min
M

lim
t→∞

ESk∈S [

L
∑

j=1

Mj(Sk)p
∗] (10)

s.t. π−1 ≤ η,

π = πQ,
B−T0
∑

k=−1

πi = 1,

where Mj(Sk) =
∑T0+k

i=1 I(pij(Sk) 6= 0) represents the num-

ber of time slot that path j should be allocated with power

p∗, and M = {Mj(Sk), ∀j, k} denotes the power allocation

strategy. The limitation t → ∞ indicates that the expec-

tation is calculated based on the steady state distribution.

Note that, when the system state is S−1, the expectation

of Mj(S−1) is
T0/L

vON ·W ·log2 (1+ p∗

gON
)

= T0

2vONL , which is

homogeneous across all transmission paths. Thus, the optimal

power allocation strategy when the system state is S−1 is

Mj(S−1) =
T0

2vONL , ∀j.

The intuition behind the minimization of power consump-

tion during the transmission of one video segment is two-fold:

on one hand, since the transmission power needed by one

resource contributor across all of its parallel wireless channels

is limited by the hardware. Minimizing the expected power

usage for the data transmission of one user can reserve power

for other users such that it is possible to optimize performance

of data transmission for multiple users[22]; on the other hand,
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Pr(Sk ⇒ Sk′ ) =



















1, if k = −1, k′ = 0
0, if k = −1, k′ 6= 0
∑L

j=1
1−α

Mj(Sk)

1−α
· (vOFF )T0+k, if k 6= −1, k′ = −1

∏L
j=1 C

T0/L
Mj(Sk)

· αT0/L · (vOFF )T0+k−k′

, if k 6= −1, 0 ≤ k′ ≤ T0 + k

(8)

the power usage during the transmission of video data can

translate into energy consumption by resource contributors.

Minimizing power usage can prolong the lifetime of resource

contributor powered by battery.

IV. CHARACTERIZING OPTIMAL POWER ALLOCATION

STRATEGY

A. Optimal Power Allocation Strategy

From the definition of steady state distribution, we know

that

B−T0
∑

k=0

L
∑

j=1

1− αMj(Sk)

1− α
· (vOFF )

T0+k · πk = π−1. (11)

Lemma 4.1: The optimal power allocation strategy under

the simplified ON/OFF wireless channel model satisfies that:

Mj(Sk) = Mj′(Sk), ∀Sk ∈ S, j 6= j′ ∈ [1, L]. (12)

Proof: See details in technical report[14].

Lemma 4.1 indicates that the optimal power allocation

strategy is homogeneous across parallel transmission paths

under the simplified ON/OFF wireless channel model.

B. Effects of Soft Deadline Threshold

Although it is hard to obtain the closed-form solution for

the steady state distribution, we can characterize the effects of

soft deadline threshold under specific conditions. We add the

following constraints to the power allocation strategy:

• C1: any feasible power allocation strategy can ensure that

the steady state distribution of the system state follows a

uniform distribution during video viewing process with-

out interruption. That is π0 − π−1 = πk, ∀k.

At first, we’d like to characterize the properties of the power

allocation strategy which meets constraint C1.

Lemma 4.2: The constraint (C1) and other constraints in

(10) can be satisfied by the following power allocation strategy

M(Sk) =
T0

L
·

L

√

1−(vOFF )T0−1

1−(vOFF )T0+1

1− L

√

1−(vOFF )T0−1

1−(vOFF )T0+1

, ∀k = 0, · · · , B − T0

Proof: See details in technical report[14].

Denote the optimal power allocation strategy M∗ as M(Sk),
that is M∗ = M(Sk), ∀Sk ∈ S − {S−1}. We have the

following theorem

Theorem 4.3: The optimal power allocation strategy M∗

satisfying the constraints in (10) and C1 has the following

property

M∗ =
ln(G ·H + 1)

lnα
(13)

where G = (α−1)·(1−vOFF )
L·((vOFF )T0−(vOFF )B)

, and H = η
1−η .

Proof:

See details in technical report[14].

From Theorem 4.3, we can see that the optimal power

allocation is defined by Mj(S−1) = T0

2vONL ,Mj(Sk) =
ln(G·H+1)

lnα , k 6= −1, ∀j. The closed-form optimal power al-

location strategy indicates that M∗ ∼ lnG + lnH . Note

that, lnH = ln η−1
η . If a video segment can not meet its

payback deadline, then a freezing event will happen. η
1−η can

be considered as the sensitivities to the rate of freezing events.

A higher η indicates the user is more sensitive to freezing

events. In specific, if η = 0.6, then the user can tolerant 4
freezing events within 10 time slots, while if η = 0.8, the

user can only tolerate 2 freezing events. When η approaches

one, the user will become increasingly sensitive to freezing

events, which in turn leads to more power consumption to

reduce the probability of freezing events.

V. NUMERICAL EVALUATIONS

In the beginning, we first evaluate the relationship between

the optimal expected power and soft deadline threshold η.

The size of each video segment T0 is 2, and the capacity

of playback buffer B is set as 8. We consider two sets of

configurations: (a) vON ∈ {0.6, 0.7, 0.8}, L = 3; vON =
0.7, L ∈ {2, 4, 6}. The power allocation choice p∗ equals to

one. We vary the soft deadline threshold η within the interval

(0, 1). Fig. 3(a) illustrates the optimal expected power under

various value of η. It can be observed that the optimal expected

power increases convexly as η approaches to one under various

configurations. The increase rate of optimal expected power

under the case of η > 0.7 is much higher than that in the

case of smaller η. This indicates significant benefits of using

soft deadlines. For example, when η = 0.6 can guarantee the

same level of user experience compared with the hard deadline

η = 1, over half of the power consumption can be reduced.

Moreover, we can see that using more transmission paths

has higher impacts on the minimum power consumption than

channel condition under the case of large η. The difference of

minimum power consumption under the three configurations

with same vON is much more significant than that under the

other three configurations when η ≥ 0.8.

Secondly, we investigate the effects of channel condition.

Similar to the first experiment we also consider six different

configurations, and vary the probability vON within the in-

terval [0.55, 0.95]. Fig. 3(b) illustrates the optimal expected

power under various channel condition. We can see that better

channel condition is helpful to reduce power consumption.

When the wireless channel condition is good enough(i.e.,

vON ≥ 0.8), the soft deadline threshold η affects the min-

imum power consumption significantly while the number of

transmission paths has rare impacts.
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Fig. 3. Numerical Evaluation Results

Thirdly, we study the impacts of the number of parallel

transmission paths. We set vON to 0.6, and the soft deadline

threshold η ∈ {0.3, 0.5, 0.7}. Fig. 3(c) shows the minimum

power consumption when using various number of transmis-

sion paths. We find that the minimum total power consumption

increases with the number of transmission paths, while the

minimum power consumption of individual path is decreased.

Therefore, multi-path data transmission will increase the

power consumption of the total distribution network, but the

power consumption burden of individual resource contributor

will be reduced. The increase of total power consumption will

be more significant under a larger soft deadline threshold(i.e.,

η = 0.7).

Finally, we investigate the relationship between the mini-

mum power consumption and the playback duration time T0

of one video segment. Set η ∈ {0.3, 0.5, 0.7}, T0 ∈ [1, 8],
and B = 20. From Fig. 3(d), we can see that the minimum

total power consumption during the transmission of one seg-

ment increases linearly with T0, while the minimum power

consumption of unit video data does not increase. Thus, the

size of video segments does not impact on the minimum total

power consumption during the transmission of the whole video

content.

VI. CONCLUSION

In this paper, we investigate the design of the optimal

power allocation strategy for social video distribution over

community clouds formed by collaborative resource contrib-

utors. The underlying distribution network considered in this

paper supports multi-path data transmission and soft deadline

constrained content distribution. Under the ON/OFF wire-

less channel model, we show that power allocation strategy

depends on the parameter of the path and is homogeneous

across parallel transmission paths. Moreover, we obtain a

closed-form solution for the relationship between the optimal

power allocation strategy and the soft deadline threshold.

Numerical evaluations show that a high soft deadline can

increase the minimum power consumption convexly. We also

show that, by using more parallel transmission paths, we

can reduce the minimum power consumption for individual

resource contributors, although the total power consumption is

increased. In the future, we plan to apply the results obtained

in this paper to more general cases, such as general wireless

channels.
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