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Abstract. We give a partial answer to an important open problem in de-

scriptive set theory, the Decomposability Conjecture for Borel functions on an
analytic subset of a Polish space to a separable metrizable space. Our tech-
niques employ deep results from effective descriptive set theory and recursion
theory. In fact it is essential to extend several prominent results in recur-

sion theory (e.g. the Shore-Slaman Join Theorem) to the setting of Polish
spaces. As a by-product we give both positive and negative results on the
Martin Conjecture on the degree preserving Borel functions between Polish

spaces. Additionally we prove results about the transfinite version as well as
the computable version of the Decomposability Conjecture.

1. Introduction

The study of decomposability of Borel functions originated from Luzin’s famous
old problem: Is every Borel function decomposable into countably many continuous
functions? This problem has been solved in negative. Indeed, even a Baire class one
(i.e., Fσ-measurable) function is not necessarily decomposable. This result directs
our attention to a finer hierarchy of Borel functions than the Baire hierarchy. A
function f : X → Y between topological spaces is a Borel function at level (η, ξ)
(denoted by f−1Σ˜ 0

1+η ⊆ Σ˜ 0
1+ξ) if for all Σ˜ 0

1+η sets A ⊆ Y the preimage f−1[A]

is a Σ˜ 0
1+ξ subset of X . Essentially the same notion was introduced by Jayne

[7] to show Baire class variants of the Banach-Stone Theorem and the Gel’fand-
Kolmogorov Theorem in functional analysis. Later, Jayne and Rogers [9] discovered
a deep connection between the first level of this fine hierarchy and decomposability,
now known as the Jayne-Rogers Theorem: A function f : X → Y from an analytic
subset X of a Polish space into a separable metrizable space Y is a first-level Borel
function (i.e., f−1Σ˜ 0

2 ⊆ Σ˜ 0
2) if and only if it is decomposable into countably many

continuous functions with closed domains.
In recent years, researchers have made remarkable progress on extending the

Jayne-Rogers theorem (cf. [3, 4, 6, 10, 13, 19, 20, 21, 23, 27]). One prominent result
among them is by Semmes [23], who showed that a function f : N → N on the Baire
space N := ωω is a second-level Borel function (i.e., f−1Σ˜ 0

3 ⊆ Σ˜ 0
3) if and only if it

is decomposable into countably many continuous functions with Gδ domains, and
that a function f : N → N is a Borel function at level (1, 2) (i.e., f−1Σ˜ 0

2 ⊆ Σ˜ 0
3) if

and only if it is decomposable into countably many Fσ-measurable functions with
Gδ domains. These results lead researchers to the conjecture that the Jayne-Rogers
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Theorem can be extended to all finite levels of the Borel hierarchy. This remains
an open problem, which is receiving increasing attention by researchers in the area.

To be more precise, given a function f : X → Y between topological spaces we
write f ∈ dec(Σ˜ 0

m) if there exists a partition (Xi)i∈ω of X such that the restriction
f ↾ Xi is Σ˜ 0

m-measurable for all i ∈ ω. We also write f ∈ dec(Σ˜ 0
m,∆˜ 0

n) if such a
partition (Xi)i∈ω can be ∆˜ 0

n subsets of X . It is clear that f ∈ dec(Σ˜ 0
m,∆˜ 0

n) exactly
when there exists a cover (Zi)i∈ω of X consisting of (not necessarily disjoint) Π˜ 0

n−1

sets such that f ↾ Zi is Σ˜ 0
m-measurable for all i ∈ ω.

It is not hard to verify that if f ∈ dec(Σ˜ 0
n−m+1,∆˜ 0

n) then condition f−1Σ˜ 0
m ⊆

Σ˜ 0
n is also satisfied as well. The problem is whether the converse is also true.

The Decomposability Conjecture (cf. [1, 19, 21]). Suppose that X is an analytic
subset of a Polish space and that Y is separable metrizable.1 For every function
f : X → Y and every n ≥ 1 it holds

(flat case) f−1Σ˜ 0
n ⊆ Σ˜ 0

n ⇐⇒ f ∈ dec(Σ˜ 0
1,∆˜ 0

n).

More generally for all 1 ≤ m ≤ n we have

f−1Σ˜ 0
m ⊆ Σ˜ 0

n ⇐⇒ f ∈ dec(Σ˜ 0
n−m+1,∆˜ 0

n).

It is clear that the case n = m = 2 in the Decomposability Conjecture is the
Jayne-Rogers Theorem. The case m ≤ n ≤ 3 has been answered positively by
Semmes for functions f : N → N [23] as mentioned above. In this article we give
the following partial answer.

Theorem 1.1. Suppose that n ≥ m ≥ 1, X , Y are Polish spaces, A is an analytic
subset of X , and that f : A → Y is such that f−1Σ˜ 0

m ⊆ Σ˜ 0
n. Then it holds f ∈

dec(Σ˜ 0
n−m+1,∆˜ 0

n+1).
If moreover m ≥ 3 and f is Σ˜ 0

n−1-measurable, then f ∈ dec(Σ˜ 0
n−m+1,∆˜ 0

n), i.e.,
the Decomposability Conjecture is true for functions, whose level of measurabilility
is one step below than the one of the assumption. The same conclusion holds if the
graph of f is Σ˜ 0

m with m ≥ 3.

Besides the preceding theorem, we establish a collection of results connecting the
Turing degree theory with Polish spaces. A notable work on this topic is done by
Miller with his introduction of continuous degrees cf. [17], which extends the notion
of the Turing degree. In this article we extend the Turing-jump to all Polish spaces,
and we show that this jump operation is well-defined on the degree structure of the
continuous degrees. Each statement in the language of Turing degrees (with the
Turing jump operation) has a natural “translation” to the language of continuous
degrees with our jump operation. In other words this yields an extension of the
former theory to the latter.

As an example of the preceding extension we prove the Shore-Slaman Join The-
orem for continuous degrees, which is essential for the proof of Theorem 1.1. This
is probably the first application of continuous degrees in an area which is not di-
rectly related to recursion theory. The Shore-Slaman Join Theorem is also related
to a well-known open problem in recursion theory, the Martin Conjecture. In the
same fashion we state the Martin Conjecture for continuous degrees. We explore

1Since one can always replace Y with its completion, we may assume without loss of generality
that Y is Polish.
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the latter in this extended setting and we show that the continuous-degree version
of the Shore-Slaman Join Theorem has the analogous connections.

We think that the preceding work has the potential to form a basis for a new
branch of recursion theory in Polish spaces.

Going back to Theorem 1.1, we note that it generalizes (and gives a new proof of)
previous results of Motto Ros [19] and Pawlikowski-Sabok [21]. The latter results
are the assertions of Theorem 1.1 in the flat case (n = m).2 In fact our techniques
are substantially different from the ones of [19, 21]. More specifically we apply tools
from effective descriptive set theory and (as suggested above) recursion theory.3

Our motivation is a previous work of Kihara on the Decomposability Conjecture
[13]. We nevertheless make significant improvements to the main theorem of the
latter in removing its uniformity and dimension-theoretic restrictions. Actually
our result is the only one in the non-flat case (n > m) of the Decomposability
Conjecture without any dimension-theoretic restrictions on the given spaces.

The preceding constraints are indeed undesirable from the viewpoint of Jayne’s
work [7] in functional analysis. Given a separable metrizable space X and a count-
able ordinal ξ we denote by B∗

ξ (X ) the Banach algebra of bounded real-valued
Baire-class ξ functions on X equipped with the supremum norm and the point-
wise operation. Jayne showed that two given separable metrizable spaces X and
Y are Borel isomorphic4 at level (η, ξ) if and only if B∗

ξ (X ) and B∗
η(Y) are linearly

isometric (ring isomorphic, etc.), so in particular, the classification problem on Ba-
nach algebras of the forms B∗

ξ (X ) is equivalent to the ξ-th level Borel isomorphism

problem (see [14]).
On the other hand, the above mentioned result of Motto Ros and Pawlikowski-

Sabok is essential to show that every n-th level Borel isomorphism i.e., ∆˜ 0
n+1-

isomorphism, is covered by countably many partial homeomorphic maps. Using this,
Kihara-Pauly [14] solved the n-th level Borel isomorphism problem, and hence, a
problem on the linear-isometric (ring-theoretic, etc.) classification of Banach alge-
bras of the forms B∗

n(X ). We note that it is essential here to consider Polish spaces
of not necessarily transfinite inductive dimension, since the Banach algebra B∗

ξ (X )

for ξ ≥ 2 becomes trivial under linear-isometric (ring-theoretic, etc.) classification
whenever X is a Polish space of transfinite inductive dimension (see [8]).

Since the preceding n-th level Borel-isomorphism problem is solved using the
decomposability result of Motto Ros and Pawlikowski-Sabok, and since the latter
is covered by Theorem 1.1, we obtain a completely computability-theoretic solution
to the problem on the n-th level Borel-isomorphism.

2Note that in the flat case, the hypothesis that the graph of f is Σ˜ 0
n is weaker than that

of f being Σ˜ 0
n−1-measurable. The result of Motto Ros in the flat case is actually under this

weaker hypothesis. We nevertheless mention that Pawlikowski-Sabok have a separate result of
this type, in particular they prove that the flat case of the Decomposability Conjecture holds for
the functions, which are open and injective.

3It is not unusual for the areas of recursion theory and effective descriptive set theory to have

applications in classical theory, i.e., they can give results whose statement does not involve any
recursion-theoretic notions. The applications of the latter areas are though largely independent.
It is perhaps worth noting that –to our best knowledge– this is the only application, where both
of these areas are put together in order to make progress on a problem in classical theory.

4In fact Jayne showed the result for realcompact spaces X and Y and with Baire isomorphisms
instead of Borel.
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Finally we remark that Theorem 1.1 reduces the Decomposability Conjecture to
a simpler one. (The similar remark is made by Motto Ros [19, Corollary 5.11] in
the flat case using the analogous result.)

Corollary 1.2. Suppose that X , Y are Polish spaces, n ≥ 2, and that A is an
analytic subset of X . If for all functions f : A → Y the implication

f−1Σ˜ 0
2 ⊆ Σ˜ 0

n =⇒ f ∈ dec(Σ˜ 0
n−1,∆˜ 0

n)

holds, then for all naturals m with 2 ≤ m ≤ n and all functions f : A → Y the
implication

f−1Σ˜ 0
m ⊆ Σ˜ 0

n =⇒ f ∈ dec(Σ˜ 0
n−m+1,∆˜ 0

n)

holds as well.

This result suggests that the casesm = 2 ≤ n in the Decomposability Conjecture
form the “correct” extension of the Jayne-Rogers Theorem.

Proof. Let ∅ ≠ A ⊆ X be analytic and suppose that f : A → Y satisfies f−1Σ˜ 0
m ⊆

Σ˜ 0
n for some 3 ≤ m ≤ n (the case m = 2 is covered by our hypothesis). In

particular f satisfies the condition f−1Σ˜ 0
2 ⊆ Σ˜ 0

n. So from our hypothesis there
exists a sequence (Bi)i∈ω of Π˜ 0

n−1 subsets of X such that the restriction f ↾ Bi ∩A
is Σ˜ 0

n−1-measurable for all i ∈ ω. (Here we use that the Π˜ 0
ξ subsets of A are exactly

the sets of the form B ∩ A for some Π˜ 0
ξ subset B of X .)

Put gi = f ↾ Bi ∩ A for all i. It is clear that every function gi satisfies the
condition g−1

i Σ˜ 0
m ⊆ Σ˜ 0

n and that the sets Bi ∩ A are analytic. Moreover every
function gi is Σ˜ 0

n−1-measurable. Using that m ≥ 3 it follows from the second

assertion of Theorem 1.1 that for all i there exists a sequence (Ci
j)j∈ω of Π˜ 0

n−1

subsets of X such that gi ↾ Dom(gi)∩ Ci
j = f ↾ A∩Bi ∩ Ci

j is Σ˜ 0
n−m+1-measurable.

Clearly every A∩Bi ∩Ci
j is a Π˜ 0

n−1 subset of A and so f ∈ dec(Σ˜ 0
n−m+1,∆˜ 0

n). ⊣

We proceed with the notation and some definitions.

Notation. We review some basic notations (see also Moschovakis [18] and Cooper
[5]). We use the symbol N to denote Baire space ωω endowed with the usual
product topology. We will often identify sets with relations, that is, P (x) means
x ∈ P for P ⊆ X. For every P ⊆ X × Y and every x ∈ X the x-section of P is
denoted by Px = {y ∈ Y : P (x, y)}. By ω<ω we mean the set of all finite sequences
in ω. For i, n ∈ ω and α ∈ N we put (α)i(n) = α(⟨i, n⟩), where ⟨·⟩ is a recursive
injection from ω<ω to ω. The concatenation of two sequences u and v (where u is
finite and v is perhaps infinite) is denoted by u⌢v. In case where u is a sequence of
length 1, say u = ⟨u0⟩, we simply write u0

⌢v. Given two sequences u, v, we write
u ⪯ v if u is an initial segment of v.

For x, y ∈ N , the join x⊕y is defined by (x⊕y)(2n) = x(n) and (x⊕y)(2n+1) =
y(n) for each n ∈ ω. We will often identify subsets of the natural numbers with
members of the Cantor space. Under this identification, for instance, the join A⊕B
for A,B ⊆ ω representes the set {2n : n ∈ A} ∪ {2n+1 : n ∈ B}. Partial functions
will be denoted by f : X ⇀ Y . By f(x) ↓ we mean that f is defined on x. The
domain of f is denoted by Dom(f).

The e-th partial recursive function on the natural numbers ω is denoted by Φe.
The Φα

e (n) (also written as Φe(α)(n)) is the result of the Φe-computation with an
oracle α ∈ ω<ω∪N and an input n ∈ ω. As usual, Φe can be thought of as a partial
function on Baire space N . Given A,B ⊆ ω we write A ≤T B to denote that A is
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B-recursive, that is, A = ΦB
e for some e ∈ ω. The Turing jump of A is defined by

A′ = {e ∈ ω : ΦA
e (e) ↓}. By ωA

1 we mean the least non A-recursive ordinal and by
A(ξ) the ξ-th Turing jump of A for ξ < ωA

1 .
We will also employ the recursively presented metric spaces (also with respect

to some parameter ε) as well as the lightface pointclasses, e.g. Σ0
n(ε) from effective

descriptive set theory cf. [18]. A recursively presented metric space is a triple
X ≡ (X , d, ā) consisting of a Polish space X , a metric d on X and a recursive
presentation ā = (an)n∈ω of (X , d) (i.e., a countable dense subset of X satisfying
certain effectivity conditions; see [18]). A recursive presentation involves a canonical
(countable) basis (BX

n,r)n,r∈ω of balls BX
n,r = {x ∈ X : d(x, an) < qr}, where (qr)r∈ω

is a fixed recursive enumeration of Q+. We may assume that the balls of a finite
product of spaces is a product of balls.

Universal sets and uniformity. Suppose that Y and Z are separable metric
spaces and that Γ is a pointclass. We denote by Γ ↾ Y the family of all subsets of
Y which are in Γ. A set G ⊆ Z × Y parametrizes Γ ↾ Y if for all P ⊆ Y we have
that

P ∈ Γ ⇐⇒ exists z ∈ Z such that P = Gz.

We think of z as a Γ-code for P . The set G ⊆ Z × Y is universal for Γ ↾ Y if
G is in Γ and parametrizes Γ ↾ Y. A universal system for Γ is an assignment
Y 7→ GY ⊆ N × Y such that the set GY is universal for Γ ↾ Y for all Polish spaces
Y. See also Moschovakis [18].

In this article, we will use the canonical universal system of (lightface) Borel
pointclasses in recursively presented metric spaces. For a rank n ∈ ω, an oracle
ε ∈ N and an index e ∈ ω we use the symbol Hω

1,α,e to denote the e-th recursively
enumerable subset of ω relative to ε. Suppose that a Polish space Y admits an
ε-recursive presentation ā, and hence, has a canonical basis (BY

n,r)n,r∈ω. For each

n ≥ 1 we inductively define (H
(Y,ε)
n )n∈ω as follows:

H
(Y,ε)
1 = {(e, α, y) ∈ ω ×N × Y : (∃⟨m, r⟩ ∈ Hω

1,α,e) y ∈ BY
m,r},

H
(Y,ε)
n+1 = {(e, α, y) ∈ ω ×N × Y : (∃i ∈ ω) ¬H(ω×Y,ε)

n (e, α, i, y)}.

It is clear that the α-th section H
(Y,ε)
n,α parametrizes Σ0

n(ε, α) ↾ Y. The e-th section

H
(Y,ε)
n,α,e ⊆ Y is usually called the e-th Σ0

n(α) subset of Y. It follows that the set

G
(Y,ε)
n ⊆ N × Y defined by

G(Y,ε)
n (e⌢α, y) ⇐⇒ H(Y,ε)

n (e, α, y)

is Σ0
n(ε) and universal for Σ˜ 0

n ↾ Y. For every n ≥ 1 we fix once and for all systems

(H
(Y,ε)
n )(Y,ε) as (G

(Y,ε)
n )(Y,ε) as above. When ε is understood from the context we

simply write GY
n instead of G

(Y,ε)
n and similarly for Hn.

A brief summary of the remaining. We conclude this introductory section
with a discussion which summarizes the remaining of this article and with some
further results. Let us give first the following basic notion. Suppose that Λ,Γ0,Γ1

are given pointclasses, (EZ
i )Z is a parametrization system for Γi for each i < 2.

Recall that for a function f : X → Y between separable metrizable spaces, we write
f−1Γ0 ⊆ Γ1 to denote that f−1[A] ∈ Γ1 for all A ∈ Γ0.
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Definition 1.3. For a function f : X → Y, we say that the condition f−1Γ0 ⊆ Γ1

holds Λ-uniformly (in the codes with respect to EY
0 ,E

X
1 ) if f−1Γ0 ⊆ Γ1 holds, and

moreover, there exists a Λ-measurable function u : N → N such that given an EY
0 -

code α of a Γ0 set A ⊆ Y, u(α) returns an EX
1 -code of the Γ1 set f−1[A] ⊆ X . More

precisely, for all α and all x ∈ X we have that

EY
0 (α, f(x)) ⇐⇒ EX

1 (u(α), x).

If Λ = Σ˜ 0
1 we say “continuous-uniformly”, and if Λ is the class of all Borel sets we

say “Borel-uniformly”. Moreover we say “recursive-uniformly” if u can be chosen
to be a recursive function.

In the sequel we will focus on the cases Γ0 = Σ˜ 0
m and Γ1 = Σ˜ 0

n, where n,m ∈ ω.
Kihara characterized the family of functions on Polish spaces of transfinite induc-
tive dimension, which satisfy the Decomposability Conjecture at some instances of
(n,m).

Theorem 1.4 (Kihara [13]). Let n ≥ m ≥ 1. For any function f : N → N , we
have the following:

(1) If f ∈ dec(Σ˜ 0
n−m+1,∆˜ 0

n) then f
−1Σ˜ 0

m ⊆ Σ˜ 0
n holds continuous-uniformly.

(2) If f−1Σ˜ 0
m ⊆ Σ˜ 0

n holds continuous-uniformly, then f ∈ dec(Σ˜ 0
n−m+1,∆˜ 0

n+1).

Moreover, if n < 2m − 1, then the condition f−1Σ˜ 0
m ⊆ Σ˜ 0

n holds continuous-
uniformly if and only if f ∈ dec(Σ˜ 0

n−m+1,∆˜ 0
n). The similar assertion holds for

spaces of transfinite inductive dimension.

Our strategy to obtain the decomposition of the function f in Theorem 1.1 is
similar to the one of [13] for Theorem 1.4, but on the other hand there are three
important points which require a more elaborated approach.

The first and perhaps most obvious point lies in the hypothesis: whereas the
continuous-uniform transition in the codes is a natural phenomenon (see also [2] and
[20]), it is not unusual to have this condition as the result of some “constructive”
argument rather as the hypothesis of a theorem, cf. the Suslin-Kleene Theorem.
Therefore (given also our preceding comments on Jayne’s work) it is somewhat
restrictive to make a priori assumptions of this type. It is a central aspect of the
effective descriptive set theory to establish uniformity functions in a Borel way. By
employing the Louveau separation we prove

Theorem 1.5. Suppose that X , Y are Polish spaces, A ⊆ X is analytic and that
f : A → Y satisfies f−1Σ˜ 0

m ⊆ Σ˜ 0
n for some m,n ≥ 1. Then condition f−1Σ˜ 0

m ⊆
Σ˜ 0

n holds Borel-uniformly (in the codes with respect to GY
m,G

X
n ).

The second point is essentially a consequence of the preceding. Having estab-
lished a Borel rather than a continuous transition in the codes, it is evident that
we need new arguments to obtain the decomposition. We do this by extending a
result on canceling out Turing jumps, which is implicitly used in [13] and utilizes
the Shore-Slaman Join Theorem. We call this extended result the Cancellation
Lemma, cf. Lemma 3.4. In order to prove this we employ an additional tool from
recursion theory, namely the Friedberg Jump Inversion Theorem.

This method has however its limitations. The issue is that the arguments, which
utilize Turing degrees, are only applicable in Polish spaces, which have transfinite
inductive dimension. Kihara-Pauly [14] clarified the reason for such a dimension-
theoretic restriction (e.g., in Kihara’s argument [13]) by showing that a Polish
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space has transfinite inductive dimension if and only if its degree structure -as a
substructure of the continuous degrees- can be identified with the Turing degrees
up to an oracle.

This brings us to the next point. As we mentioned we utilize the theory of
continuous degrees introduced by Miller [17], and more specifically we show that (a
weak form of) the Shore-Slaman Join Theorem does hold for this degree structure in
Polish spaces. On the other hand the Friedberg Jump Inversion Theorem does not
go through in this setting. We will see though that there is a way of going around
this obstacle by using the non-uniformity feature of the enumeration reducibility,
the almost totality of continuous degrees [17], and some other tools from recursion
theory.

We are also concerned with the transfinite version of the conjecture, and we
will give the analogous version of Theorem 1.1 at levels (η, ξ) with η ≤ ξ < ω1,
this is Theorem 4.1. It is sufficient to prove the latter result in zero-dimesional
Polish spaces, since as proved by Kuratowski, every uncountable Polish space is
∆˜ 0

ω-isomorphic to the Baire space. This relieves us from the theory of continuous
degrees.

Since the problem of decomposing a given function is also important in the area
of computability theory we devote a brief section, where we extract the effective
content from our proofs (Section 5).

In the subsequent section we deal with the continuous-degree version of Martin’s
Conjecture that we mentioned above. We will see that the picture in this setting
is richer than the original one, but still there is some strong analogy between these
two theories. In particular we extend a result of Slaman (Theorem 6.3), and on
the other hand we prove that some parts of the extended conjecture fail (Theorem
6.6).

We conclude this article with a proposed plan for solving the Decomposability
Conjecture (Section 7) in recursion theoretic terms. More specifically we ask a ques-
tion about the contrapositive form of the Shore-Slaman Join Theorem and we show
that if the latter is answered affirmatively then the Decomposability Conjecture is
also true.

2. Generalized Turing degree theory

As mentioned in the introduction the difficulty for proving Theorem 1.1 in Polish
spaces of not necessarily transfinite dimension is the lack of a sufficiently rich theory
of a Turing-degree-like structure, which would allow us to carry out the proofs in
this general setting. The aim of this section is to fill in this gap.

2.1. Generalized Turing Reducibility. Miller [17] developed a nontrivial de-
gree theory on computable metric spaces, called continuous degrees. We review
the notion of continuous degrees in the framework of recursively presented metric
spaces.

A representation of a set X is a surjection ρX from a subset of the Baire space
N onto the set X . Every p ∈ Dom(ρX ) is called a ρX -name (or simply, name) of
the point ρX (p) ∈ X . This notion allows us to define the notion of computability
in any represented set since we already have the notion of computability on the
Baire space N . More precisely, a partial function f : X ⇀ Y is recursive if there
is a partial recursive function F : N ⇀ N sending each name of x ∈ Dom(f) to a
name of f(x).
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Example 2.1 (Representation of a Second-Countable Space). A recursive presen-
tation a = (an)n∈ω of a separable metric space (X , d) yields a representation by
identifying each point x ∈ X with enumerations of the encoded neighborhood basis
Nbase(x) of x ∈ X :

Nbase(x) = {⟨m, s⟩ ∈ ω : x ∈ BX
m,s}.

That is, every point x ∈ X is coded by p ∈ N such that Rng(p) = Nbase(x), and
then we write ρX (p) = x.

Example 2.2 (Representation of a Compact Metric Space). It is known that a
metrizable compactum Y admits a representation with a compact domain. We
give a sketch of an explicit construction of such a representation of Hilbert cube
Y = [0, 1]ω. For a positive rational ε > 0, an ε-cover of a space Y is an open
cover whose mesh is less than ε (that is, the diameter of each element in the cover
is less than ε). By compactness, we have a sequence (Cn)n∈ω of 2−n−1-covers of
Y with some bound h ∈ ωω such that Cn = (Bn

m)m<h(n) consists of h(n)-many

rational open balls, and each Cn+1 refines Cn. We can moreover assume that h is
computable and that {(l, k, n,m) : B̂l

k ⊆ Bn
m} is also computable where B̂l

k is the
closed ball having the same center and the radius with the open ball Bl

k. Without
loss of generality, we can also assume that for every n, k < h(n), there is l < h(n+1)

such that B̂n+1
l ⊆ Bn

k .
We now define the tree H of names (of points in Y) by the following way:

(1) First put the empty string ⟨⟩ and all strings ⟨n⟩ of length 1 (with n < h(0))
into H.

(2) For each σ of length l such that σ⌢k ∈ H we enumerate σ⌢k⌢n into H if

n < h(l + 1) and B̂l+1
n ⊆ Bl

k.

By our assumption, H is a recursively bounded recursive tree with no terminal

node. For each string σ ∈ H, we write B∗
σ for B

|σ|−1
n where n is the last value of

σ. Since C|σ|−1 is 2−|σ|-cover, the diameter of B∗
σ is less than 2−|σ|. Clearly, every

infinite path β ∈ [H] gives a unique point ρY(β) :=
∩

n∈ω B
∗
β↾n ∈ Y. Consequently,

the map ρY : [H] → Y is a desired representation of Hilbert cube.

If X and Y are recursively presented metric spaces, equipped with the Nbase-
representation, this notion of computability can be characterized in a convenient
way using the enumeration reducibility. Recall that a function Ψ: P(ω) → P(ω) is
called an enumeration operator (see [5, Section 11]) if there is a Σ0

1 set P ⊆ ω×ω<ω

such that for every A ∈ 2ω,

k ∈ Ψ(A) ⇐⇒ (∃u = (u0, . . . , un−1) ∈ ω<ω)[P (k, u) & (∀i < n)[u(i) ∈ A]].

It is not hard to see that a partial function f : X ⇀ Y is recursive if and only
if there is an enumeration operator Ψ such that for all x ∈ Dom(f), we have
Ψ(Nbase(x)) = Nbase(y). Indeed, if underlying spaces are metrizable, we can
always assume that the length of the witness u is 1, that is, a partial function
Φ: X ⇀ Y is recursive if and only if there is a Σ0

1 set Φ̃ ⊆ ω4 such that for all
x ∈ Dom(Φ) it holds:

Φ(x) ∈ BY
m,s ⇐⇒ (∃n, r)[x ∈ BX

n,r & Φ̃(n, r,m, s)].

We use the notation ΦX ,Y
e to denote the eth partial recursive function from X

into Y in the obvious sense, that is, it is induced by the eth partial recursive function
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F : N ⇀ N via underlying representations, or equivalently, by the eth enumeration
operator Ψ: P(ω) → P(ω) under the Nbase-representation. More explicitly, ΦX ,Y

e

is largest function Φ: X ⇀ Y induced by the e-th Σ0
1 set Φ̃ as above. It is not

hard to see that the domain of ΦX ,Y
e is a Π0

2 subset of X . Hereafter we use Φ̃e to
denote the eth Σ0

1 subset of ω4, which codes the e-th partial computable function
as described above. We often abbreviate ΦX ,Y

e to Φe if the underlying spaces are
clear from the context.

Definition 2.3 (Miller [17, Definition 3.1], see also Kihara-Pauly [14] and Moschovakis
[18, Section 3D]). Suppose that X and Y are recursively represented metric spaces.
We say that y ∈ Y is representation reducible to x ∈ X (in the sense of Miller)
if there is some e ∈ ω such that ΦX ,Y

e (x) = y. In this case we write y ≤M x.5

The continuous degree of x is defined as usual to be its equivalence class under
≡M := ≤M ∩ ≥M . We say that a point x ∈ X is total if there is z ∈ 2ω such that
x ≡M z.

Given A,B ⊆ ω recall that A is enumeration reducible to B if there is an enu-
meration operator Ψ such that Ψ(B) = A. In this case we write A ≤e B.

The following are some useful facts which will be used throughout this section.
For convenience we summarize it here.

Fact 2.4. Let X and Y be recursively represented metric spaces.

(i) Let x ∈ X and y ∈ Y. Then y ≤M x if and only if Nbase(y) ≤e Nbase(x).
(ii) If z ∈ N then Nbase(z) can be identified with {σ ∈ ω<ω : σ ≺ z}.
(iii) The restriction of ≤M on N ×N is ≤T. That is, if x, y ∈ N then x ≤M y if

and only if x ≤T y.
(iv) If z ∈ N and x ∈ X then z ≥M x iff there is a fixed name p for x such that

z ≥T p.
(v) Let x ∈ X . Then x is total if and only if x has a canonical name, i.e. a name

px such that px ≡M x.

The following is a key property of the enumeration reducibility.

Lemma 2.5 (Selman, Rozinas (see [17, Corollary 4.3])). Let A and B be subsets of
ω. Then, A ≤e B if and only if for every C ⊆ ω, B ≤e C ⊕C implies A ≤e C ⊕C.

In particular, if X and Y are recursively presented metric spaces, then for any
x ∈ X and y ∈ Y,

x ≤M y ⇐⇒ (∀z ∈ 2ω) [y ≤M z → x ≤M z]. ⊣

For any α, β ∈ N recall that α ⊕ β is defined as the join of α and β. Given
representations ρX and ρY of spaces X and Y automatically induces a representation
ρX×Y of the product space X × Y defined by ρX×Y(α ⊕ β) = (ρX (α), ρY(β)). For
any points x ∈ X and y ∈ Y we often write x⊕ y for the point (x, y) in the product
space X ×Y. Therefore, for any points x, y, z in represented spaces, a formula such
as x⊕ y ≤M z makes sense. By using this terminology, we state a result obtained
from Miller’s argument [17, Proposition 5.3] saying that every continuous degree is
almost total.

5The relation ≤M can be characterized in terms of the Medvedev reducibility between sets of
names of x and y, see [14]. This is the justification for our notation. This relation is also denoted

by ≤r in Miller [17, Definition 3.1], and (using an equivalent definition) by ≤T in Moschovakis
[18, 3D.16].
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Lemma 2.6 (Miller [17]; see also [14, Lemma 9]). Let X be a recursively presented
metric space. Then, for every x ∈ X and z ∈ 2ω, either x >M z holds or x ⊕ z is
total. ⊣

Roughly speaking, the above Lemmata 2.5 and 2.6 imply that certain arguments
involving ≤M can be reduced to arguing about total degrees in 2ω. For instance, in
the proof of Theorem 1.1, we will use the above Lemmata 2.5 and 2.6 to enable us
to use the Friedberg Jump Inversion Theorem, which only holds for total degrees:

Lemma 2.7 (The Friedberg Jump Inversion Theorem; see [5, Theorem 10.6.9]).
Let ξ be an ordinal less than the first non-computable ordinal ωz

1 relative to an
oracle z ∈ N . For every x ∈ N , there exists y ∈ N such that y ≥T z and
y(ξ) ≡T x⊕ z(ξ). ⊣

We will define the notion of the jump operation in the context of the generalized
Turing degrees in Section 2.2. However, we will see that the jump of a point must
be a point in N , and therefore, there is no counterpart of the Friedberg Jump
Inversion Theorem in the generalized Turing degrees.

2.2. The Turing Jump Operations. The notion of a “jump” of points can be
extended to all Polish spaces in a natural way. Assume that X is a recursively
presented metric space and n ≥ 1. Recall that HX

n,α,e is the eth Σ0
n(α) subset of X .

We define the Σ0
n(α)-jump of x ∈ X as the set

J
(n),α
X (x) = {e ∈ ω : x ∈ HX

n,α,e}.

The function J
(n),α
X : X → 2ω is called the Σ0

n(α)-jump operator on X . Similarly
we define the Σ0

n(α)-jump in ε-recursively presented metric spaces, where α ≥T ε.

We use the abbreviations J
(n)
X and JX to denote J

(n),∅
X and J

(1),∅
X , respectively,

where as usual the empty set is identified with the infinite sequence (0, 0, . . . ). It is
also standard to denoteWe as the e

th Σ0
1 subset of ω. For example, the unrelativized

jump operator J
(1),∅
X is simply the function that takes x ∈ X to the sete ∈ ω : x ∈

∪
(m,r)∈We

BX
m,r

 .

Initially to distinguish between the different notions of a jump, if p ∈ N then
we write TJ(p) for the usual Turing jump of p (defined by the relativized halting
problem). Note that the Turing jump TJ is equivalent to our Σ0

1-jump JN on Baire
space, i.e. if α ∈ N then TJ(α) ≡1 JN (α).

In order to check that our jump operator shares the same basic properties with
the usual Turing jump we will use the following property of our canonical universal
system:

• Our coding system (GZ
n )Z is good (or has the smn-property, or admits a

continuous currying), roughly speaking, in the sense that the map trans-
forming (x, P ) ∈ X×Σ˜ 0

n into the x-section Px ∈ Σ˜ 0
n is continuous w.r.t. codes

in (GZ
n )Z , where X is of the form ωk ×N t for some t, k ≥ 0.

More precisely, a system (GY)Y is good if for every X of the form ωk ×N t and
every Polish space Y there exists a continuous function SX ,Y ≡ S : N × X → N
such that

GX×Y(ε, x, y) ⇐⇒ GY(S(ε, x), y).
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Our universal lightface system (HY
n )Y is moreover effectively good, i.e., it satisfies

the similar condition

Hωk×Y
n (e, α, e⃗, y) ⇐⇒ HY

n (S(e, e⃗), α, y)

for some recursive function S : ω × ωk → ω. From this it is not hard to prove that
the corresponding system (GY

n )Y is good.
(In terms of represented spaces, this means that Σ˜ 0

n(X × Y) is computably
isomorphic to C(X ,Σ˜ 0

n(Y)). If we use Sn to denote the represented space of Σ˜ 0
n-

truth values, and if Σ˜ 0
n(X ) = C(X , Sn), the above property merely says that C(X×

Y, Sn) ≃ C(X , C(Y, Sn)), which is automatically follows from a general argument.
This observation is obviously extended to any transfinite Borel rank.)

Recall that for A,B ⊆ N, the 1-reducibility A ≤1 B is defined by the existence
of a recursive injection f : ω → ω such that n ∈ A if and only if f(n) ∈ B.

Lemma 2.8. Let X be a recursively presented metric space and n,m ≥ 1. For

any x ∈ X and α ∈ N , we have J
(n),α
X (x) ≡1 J

(n)
N×X (α, x). Moreover, we also have

J
(n+m)
X (x) ≡1 TJ

(m) ◦ J (n)
X (x).

Proof. Both assertions are proved easily using the fact that our system (HY
n ) is

effectively good. To verify the second assertion for example, it is enough to show

that J
(k+1)
X (x) ≡1 TJ ◦ J (k)

X (x) for any k ≥ 1. We have that

e ∈ J
(k+1)
X (x) ⇐⇒ HX

k+1(e, ∅, x) ⇐⇒ ∃i¬Hω×X
k (e, ∅, i, x)

⇐⇒ ∃i¬HX
k (S(e, i), ∅, x) ⇐⇒ ∃iS(e, i) ∈ J

(k)
X (x)

for a suitably chosen recursive function S. The latter relation defines a Σ0
1(J

(k)
X (x))

subset of ω, and hence it is 1-reducible to TJ(J
(k)
X (x)). The other side of the

inequality is proved similarly by remarking that the condition e ∈ TJ(J
(k)
X (x))

defines a Σ0
k+1 relation on (e, x). ⊣

In the light of Lemma 2.8 and the fact that the Σ0
1 jump extends the usual Turing

jump, we will henceforth use x′ to denote the first unrelativized jump J
(1),∅
X (x),

and x(n) to denote the nth unrelativized jump. Generally to relativize the jump
operator, given a recursively presented metric space X , a natural n ≥ 1 and α ∈ N
we define

(x⊕ α)(n) := (α⊕ x)(n) := J
(n)
N×X (α, x).

Using Lemma 2.8 we can see that this notion of a jump is meaningful: the nth jump
of (x, α) is up to ≡T the same as the Σ0

n(α)-jump of x. We will customarily write
x⊕α or α⊕ x to denote the pair (x, α), e.g. by x⊕α ≤M y we mean (x, α) ≤M y.

The next step is to make sure that our jump operation is well-defined on the
M -degree structure.

Lemma 2.9. Suppose x ∈ X and y ∈ Y. Then, x ≤M y if and only if x′ ≤1 y
′.

Proof. Suppose x ≤M y. Then, there is a recursive partial function f : Y ⇀ X
such that f(y) = x. Then f−1Σ˜ 0

1 ⊆ Σ˜ 0
1 holds recursive-uniformly. This shows that

there is a recursive function h such that e ∈ x′ if and only if h(e) ∈ y′. Conversely,
suppose x′ ≤1 y

′. Then, there is a recursive function g such that e ∈ Nbase(x) if
and only if g(e) ∈ y′. The last condition is equivalent toWg(e)∩Nbase(y) ̸= ∅ (recall
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that Wk refers to the kth Σ0
1 subset of ω). In particular, Nbase(x) ≤e Nbase(y).

Thus, we have x ≤M y. ⊣

By Lemma 2.9, we have that x′ ≤T p′ for every name p of x since x ≤M p. The
following says that the jump of a point can be simulated by the usual Turing jump
of its generic name. Note that by Fact 2.4, x ≡M p holds only if x is total.

Lemma 2.10. Given any x ∈ X there is a name p ∈ ωω of x such that x′ ≡T p′.

Proof. Follow the usual jump inversion argument. We construct p = lims ps ∈
N such that Rng(p) = Nbase(x) by a x′-computable way. Let p0 be the empty
string. At stage s, suppose that ps ∈ ω<ω is given. For τ ∈ ω<ω, let BX

τ denote∩
i∈Rng(τ)B

X
i . Then, check if x is contained in the following Σ0

1 set by using x′:∪
{BX

τ : τ ≻ ps and Φτ
s (s) ↓}.

If yes with a witness τ such that x ∈ BX
τ , we define p∗s = τ , and otherwise p∗s = ps.

If x ∈ BX
s , then put ps+1 = p∗s

⌢s, and otherwise ps+1 = p∗s. The construction is
clearly x′-computable. To see that Rng(p) = Nbase(x), we note that Rng(ps) ⊆
Nbase(x) implies Rng(p∗s) ⊆ Nbase(x) since the condition x ∈ BX

τ is equivalent
to that Rng(τ) ⊆ Nbase(x). Then, obviously, we have Rng(ps+1) ⊆ Nbase(x).
Conversely, if s ∈ Nbase(x) then we have s ∈ Rng(ps+1) by our construction.
Finally, note that p′(s) = 1 if and only if Φ

ps+1
s (s) ↓. This is because if Φ

ps+1
s (s) ↑

(meaning no witness τ was found at stage s), then as Rng(p) = Nbase(x) we must
have Φp(s) ↑. Therefore, p′ ≤T x′. ⊣

Lemma 2.10 is also a key tool in our proof of Theorem 1.1. Indeed, this lemma
has a similar role as Lemmata 2.5 and 2.6.

2.3. The Cone Avoidance Lemma. To prove the Shore-Slaman Join Theorem
in an arbitrary Polish space, we need to show the cone avoidance lemma. To do
this we utilize the idea of effective compactness. For notational simplicity, if the
underlying space X is clear from the context, hereafter we write Gε

e for the eth

Σ0
1(ε) set G

X
1,e⌢ε so that F ε

d = X \Gε
d. We say that a recursively presented metric

space X is ε-effectively compact if it is compact and if there is an ε-computable
procedure deciding whether the union of a given finite set of basic open balls covers
X or not. If ε = ∅ we simply say that X is effectively compact. Clearly, every
effectively compact space is also ε-effectively compact for all oracles ε. It is not
hard to see that X is ε-effectively compact if and only if X is compact and the set
{⟨d, e⟩ : F ε

d ⊆ Gε
e} is a Σ0

1(ε) subset of ω. It is evident that every compact Polish
space is ε-effectively compact for some oracle ε. It is also not difficult to verify that
the Hilbert cube [0, 1]ω is effectively compact.

Going back to the functions ΦX ,Y
e ≡ Φe we recall that the condition Φ̃e(n, r,m, s)

implies that Φe[B
X
n,r] ⊆ BY

m,s, where by Φe[A] we mean Φe[A∩Dom(Φe)]. Since the

domain of Φe is a Π0
2 subset of X (uniformly in e) we may write Dom(Φe) =

∩
tD

e
t ,

where the set {(e, t, x) : x ∈ De
t } is Σ0

1.

Lemma 2.11 (Cone avoidance). Suppose that ε ∈ N is an oracle, and that y is
a point in a recursively presented metric space Y such that y ̸≤M ε. If P is a
nonempty Π0

1(ε) subset of an effectively compact space H, then there is some z ∈ P
such that y ̸≤M z and z ≤M y ⊕ ε′.
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Proof. We first prove the following variant of the Low Basis Theorem in continuous
degrees. As usual a point z is ε-low if (z ⊕ ε)′ ≤T ε′.

Claim (Low Basis Theorem). Assume H is effectively compact and ε ∈ N . If P is
a nonempty Π0

1(ε) subset of H then there is an ε-low point z ∈ H such that z ∈ P .

Proof. As in the usual proof, we construct an ε′-computable decreasing sequence
(Qe)e∈ω of Π0

1(ε) sets inH. More specifically, this means that the sequence of indices
of (Qe)e∈ω is computable from ε′. Define Q0 = P . By (ε-)effective compactness,
we can decide Qe ⊆ Gε

e by using ε′ uniformly in e. Put Qe+1 = Qe if Qe ⊆ Gε
e, and

otherwise, put Qe+1 = Qe \ Gε
e. For any z ∈ Q :=

∩
e∈ω Qe, clearly, J

ε
H(z)(e) = 1

if and only if Qe ⊆ Gε
e. In other words, Jε

H(z) ≤T ε′. ⊣(claim)

Going back to the main proof, we have from Lemma 2.6 that either ε′ ≤M y or
that y⊕ ε′ is total. In the former case we obtain from the preceding claim an ε-low
point z ∈ P , which easily satisfies the assertion. In the remaining of this proof we
assume that y ⊕ ε′ is total. By Fact 2.4 we can fix the canonical name py of y and
show that the construction is computable in py ⊕ ε′.

Begin with P0 = P . Suppose that a nonempty Π0
1 set Pe ⊆ P has been already

constructed. At substage t of stage e, consider the Σ0
1 setD

e
t ⊆ H introduced above.

Since H is ε-effectively compact, by using ε′, one can decide whether Pe ⊆ De
t or

not. If Pe ̸⊆ De
t , define Qe+1 = Pe \De

t . This ensures that Qe+1 ∩ dom(Φe) = ∅.
We then go to the next stage e+ 1.

Otherwise, check whether Φ̃e,t (note that this is a finite set) contains a compu-
tation (n, r,m, s) such that

B̂H
n,r(t) ∩ Pe ̸= ∅ and BY

i0,i1
∩BY

m,s = ∅,(1)

where Φ̃e,t is the stage t approximation of Φ̃e, B̂ is the closed ball which has the

same center and radius with B, and r(t) is such that qr(t) = qr − 2−t. Also BY
i0,i1

is the tth ball enumerated by the name py of y.

By ε-effective compactness of Pe, ε
′ can decide whether B̂ ∩ Pe ̸= ∅ for a given

basic closed ball B̂. Therefore, we can use py ⊕ ε′ to decide whether (1) holds or

not. If yes, put Qe+1 = Pe∩B̂H
n,r(t) and go to stage e+1. This construction ensures

that Φe[Qe+1] ⊆ BH
m,s and hence, y ̸∈ Φe[Qe+1].

If no, go to substage t + 1, and repeat the above. At the end, if the substage t
goes to infinity, we have Pe ⊆

∩
tD

e
t , that is, Φe(z) ∈ Y for any z ∈ Pe. We claim

that Φe(z) = y for every z ∈ Pe. If the claim is false, then we have Φe(z) ̸= y

for some z ∈ Pe, then Φ̃e enumerates a computation Φe[B
H
n,r] ⊆ BY

m,s such that

z ∈ BH
n,r and y ̸∈ BY

m,s. Then, for any sufficiently large t, we have z ∈ B̂H
n,r(t) ∩ Pe

and BY
i0,i1

∩ BY
m,s = ∅ at substage t, and hence, the construction moves to stage

e + 1 after substage t of stage e, which contradicts our assumption that t goes to
infinity. Hence, Φe[Pe] = {y}.

Now, by ε-effective compactness of Pe, for any i ∈ ω, one can ε-computably find
a finite set V ⊆ Φ̃e ∩ {(n, r,m, s) : qs < 2−i} such that

Pe ⊆
∪

(n,r,m,s)∈V

BX
n,r, and

∩
(n,r,m,s)∈V

BY
m,s ̸= ∅.

Note that the first clause is Σ0
1(ε) and the second clause is Σ0

1. Then, the
diameter Ei =

∩
(n,r,m,s)∈V B

Y
m,s is smaller than 2−i, and it gives an ε-computable
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decreasing sequence of open sets converging to y. This contradicts our assumption
that y ̸≤M ε, and thus eventually, the strategy must go to the next stage e+ 1.

Finally before starting stage e+1 we find the first closed ball B̂ of radius 2−e−2

such that B̂ ∩ Qe+1 ̸= ∅ (we can do this by ε-effective compactness). We set

Pe+1 = B̂ ∩Qe+1. This ends the description of the construction.
Note that the construction is computable in py ⊕ ε′ ≤M y ⊕ ε′. This means

that the oracle is not only able to decide a sequence of indices for {Pe}, but also a
sequence {Bj} of open balls such that the radius of Bj is 2−j and Pj ⊂ Bj , which
yields a name for z. By compactness, as each Pe ̸= ∅, we have a unique point
z ∈

∩
e Pe. Hence z ≤M py ⊕ ε′ ≤M y ⊕ ε′. The above argument shows for every

e ∈ ω then either Φe(z) is undefined or Φe(z) ̸= y. Consequently, y ̸≤M z ≤M y⊕ε′
as desired.

We make a remark on the proof. The proof of Lemma 2.11 is non-uniform, and
in the case where y⊕ ε′ is total we can carry out an analogous version of the usual
proof in the Turing degrees, by carrying out the construction relative to the fixed
name py of y (together with ε′). On the other hand if y ⊕ ε′ is not total then this
approach will typically not work, because carrying out the usual proof relative to
different names for y will produce different objects at the end. Thus a different
technique is usually needed in the case where the oracle is not total. This is a key
obstacle in the proof of the Shore-Slaman Join Theorem (Theorem 2.12). ⊣

2.4. The Shore-Slaman Join Theorem. As in the proof of Kihara [13], one
of the key technical tools from recursion theory to show Theorem 1.1 is the so-
called Shore-Slaman Join Theorem [24], but for the generalized Turing degrees.
The original Shore-Slaman Join Theorem asserts that the Turing degree structure
DT satisfies the following generalization of the Posner-Robinson Join Theorem:

DT |= (∀x)(∀y ̸≤ x(n))(∃g ≥ x) g(n+1) = y ⊕ g = y ⊕ x(n+1).(2)

Of course, it is impossible that the generalized Turing degree structure satisfies
the sentence (2) since g(n+1) must be total while y ⊕ x(n+1) can be non-total (for
appropriate choices of x and y). Moreover, it seems that stronger separation axioms
such as metrizability has an essential role to play here even in the equivalence
g(n+1) = y ⊕ g. Kalimullin [11] has pointed out that the sentence (2) fails for the
enumeration degrees (even for n = 1):

De ̸|= (∀y ̸≤ 0′)(∃g) g′′ ≤ y ⊕ g.

Indeed, the witness y of the failure in the above formula can be chosen as a
semi-recursive enumeration degree. In particular, the Shore-Slaman join theorem
fails for any space in which the reals R< endowed with the lower topology (see
[14]) is computably embedded. The main result in this section is that the strongest
possible form of the Shore-Slaman Join Theorem (which implies a generalization of
the well-known Posner-Robinson Join Theorem) holds:

D[0,1]ω |= (∀x)(∀y ̸≤ x(n))(∃g ≥ x) g(n+1) = y ⊕ g,

where D[0,1]ω denotes the structure of the continuous degrees. In our proof of
the Shore-Slaman Join Theorem for the continuous degrees, we will see that the
(compact) metrizability of the underlying space plays a key role.
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Theorem 2.12 (The Shore-Slaman Join Theorem for Polish spaces). Let x and y
be points in recursively presented metric spaces X and Y, respectively. If y ̸≤M x(n),
then there is G ∈ 2ω such that G ≥M x and G(n+1) ≡M G⊕ y.

Furthermore, if y⊕ x(n+1) is total then G(n+1) ≡M G⊕ y ≡M y⊕ x(n+1), and if
y ⊕ x(n+1) is not total then G(n+1) ≡M G⊕ y ≡M G⊕ x(n+1).

Indeed, for an ordinal ξ < ωCK
1 , if y ̸≤M x(ζ) for all ζ < ξ, there exists G ∈ 2ω

such that G ≥M x and G(ξ) ≡M G⊕ y.

Proof. For this proof we will assume that the reader is reasonably familiar with the
proof of the Shore-Slaman join theorem, for instance, found in [24].

If n = 0, we have y ̸≤M x. Then, by Lemma 2.5, there is x̂ ∈ 2ω such that
x ≤M x̂ and y ̸≤M x̂. If n > 0, choose a generic name x̂ of x ∈ X in Lemma 2.10.
Therefore in any case, without loss of generality, we may assume that x ∈ 2ω. We
can also assume that Y = [0, 1]ω, since every recursively presented metric space
Y is recursively embedded into Hilbert cube [0, 1]ω, and any recursive embedding
preserves the M -degrees.

We use the recursively bounded recursive tree H ⊆ ω<ω of names (together with
a representation ρY : [H] → Y = [0, 1]ω) introduced in Example 2.2. Given a set
Φ ⊆ ω×2×H, we write Φ(σ)(n) = k if there is τ ⪯ σ such that (n, k, τ) ∈ Φ. Recall
from Shore-Slaman [24, Definition 2.4] that a use-monotone Turing functional (on
H) is a set Φ of triples (n,m, σ) ∈ ω × 2 × H which defines a partial monotone
function from H into 2<ω in the sense that Φ is single-valued, that is, Φ(σ)(n) = k
and Φ(σ)(n) = l implies k = l, and that if Φ(σ)(n) is defined then Φ(σ)(m) is
also defined for all m < n. We write Dom(Φ) for the set of all σ ∈ H such that
(n, k, σ) ∈ Φ for some n and k. A Turing functional Φ can also be viewed as a
partial continuous function from [H] into 2ω. However, we do not require that a
use-monotone Turing functional Φ is consistent along all points. Here, we say that
Φ is consistent along a point z ∈ Y provided for any σ, τ ∈ H with z ∈ B∗

σ ∩B∗
τ and

n ∈ ω, if Φ(σ)(n) and Φ(τ)(n) are defined, then Φ(σ)(n) = Φ(τ)(n) (where recall
from Example 2.2 that B∗

σ is the basic open ball coded by σ ∈ H). Instead, we will
construct a use-monotone Turing functional Φ on names of a specific point z, and
use the following property. Use-monotone Turing functionals need not be Σ0

1, and
in fact we will sometimes view use-monotone Turing functionals Φ as members of
2ω. For instance:

Claim. Let Φ be a use-monotone Turing functional on H. Suppose that Φ is
consistent along a point z, and moreover, there is a name αz of z such that Φ(αz) ∈
2ω is defined. Then, we have Φ(αz) ≤M Φ⊕ z.

Proof. Given n ∈ ω, search σ ∈ H and m ∈ {0, 1} such that (n,m, σ) ∈ Φ and
z ∈ B∗

σ. Since Φ(αz) is defined for a name αz of z, there is at least one such
(σ,m), and a brute-force search (relative to Φ and any name for z) eventually finds
such a pair. Using different names for z may yield different search results, but by
consistency, we must have m = Φ(αz)(n). ⊣(claim)

Now we describe the idea behind our proof of the Shore-Slaman Join Theorem
in the continuous degrees. The proof is non-uniform, and as in Lemma 2.11, the
proof splits into two cases depending on whether or not the oracle y ⊕ x(n+1) is
total.
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If y ⊕ x(n+1) is total, then we will adopt a continuous analogue of the classical
construction of Shore and Slaman [24]. This construction is computable in y⊕x(n+1)

via the canonical name for y, and we get G(n+1) ≡M G⊕y ≡M y⊕x(n+1) as usual.
A key difficulty is that if y ⊕ x(n+1) is not total, then such a

(
y ⊕ x(n+1)

)
-

computable construction cannot work because different names for y will produce
different sets G at the end, and we are forced to innovate in this case. We fix a name
αy of y for the construction; any arbitrary choice of αy will do. The first observation
is that we do not (and in fact, cannot) require the construction to be recoverable
from the oracle y⊕x(n+1). Instead we will code the construction (and αy) into the
object G constructed, and then argue that the construction is recoverable from the
oracle G⊕ x(n+1) instead. To do this we will need to modify the Kumabe-Slaman
forcing conditions to include the parameter λ ∈ N (which codes key facts about the
construction) and the parameter ε ∈ Q+ (which records the amount of “measure”
allowed to be added to Dom(Φ) by future conditions).

We will construct a partial continuous function ΦG : [H] ⇀ 2ω by finite exten-
sions (using conditions similar to the Kumabe-Slaman forcing conditions). The set
G will be defined as the join of ΦG, x and λG, where recall that x is assumed to be
in 2ω. At the end we ensure that ΦG is consistent along y, so that G⊕y ≥M ΦG(αy)
by the above claim. This latter object is of total degree and is in fact an element
of 2ω.

We now indicate the required modifications to ensure that αy ≤T G⊕x(n+1), so

that G⊕ y ≤M G⊕ x(n+1) as required. The idea is to code the name αy into G, in

a way where G⊕ x(n+1) can recover the construction as well as the coding location
of each value of αy. The problem is that that knowing G alone (or even together

with x(n+1)) is only enough to read off the axioms in ΦG. It cannot, for instance,
compute the sequence (Φpi)i∈ω such that ΦG =

∪
i Φpi , since we cannot know where

one forcing condition finishes and the next begins (we need y as oracle to find this).
Hence it is not immediately obvious why G⊕x(n+1) can re-construct a construction
in which αy is coded. This is where the parameter λ is needed (together with an
innovative use of the non-totality assumption).

Our modified version of Kumabe-Slaman forcing is defined as follows:

Definition 2.13 (Modified Kumabe-Slaman Forcing). A modified Kumabe-Slaman
forcing condition p ∈ PKS is a quadruple (Φp,Xp, λp, εp) consisting of the following:

(1) Φp ⊆ ω × 2×H is a use-monotone finite Turing functional on H,
(2) Xp is a finite subset of [H], that is, a finite set of names,
(3) λp is a finite string, that is, λp ∈ ω<ω,
(4) εp is a positive rational number less than or equal to 1.

For modified Kumabe-Slaman forcing conditions p, q ∈ PKS, we say that q is
stronger than p (written as q ≤ p) if

(1) Φp ⊆ Φq, Xp ⊆ Xq, λp ⪯ λq and εq ≤ εp,
(2) the length of any σ ∈ Dom(Φq) \ Dom(Φp) is greater than that of any

τ ∈ Dom(Φp),

(3)
∑{

2−|σ| | σ ∈ Dom(Φq) \Dom(Φp)
}
+ εq ≤ εp,

(4) no σ ∈ Dom(Φq) \Dom(Φp) meets Xp.

If q ≤ p then we call
∑{

2−|σ| | σ ∈ Dom(Φq) \Dom(Φp)
}
the amount added by

Dom(Φq). We say that σ meets β if B∗
β↾|σ|∩B

∗
σ ̸= ∅, and that σ meets X if σ meets

some β ∈ X.
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It is easy to see that (PKS,≤) forms a partially ordered set. We will construct a
sequence (pn)n∈ω, and then define ΦG :=

∪
n Φpn and λG :=

∪
n λpn . The desired

set will be obtained as G = x ⊕ ΦG ⊕ λG. We use the symbol ṙgen to denote
such a generic element x⊕ ΦG ⊕ λG. We have to make sure that our modification
of the definition of Kumabe-Slaman forcing does not increase the complexity of
the forcing relation. Hereafter, given a modified Kumabe-Slaman forcing condition
p = (Φp,Xp, λp, εp), we write p0 for (Φp, ∅, λp, εp).

Definition 2.14 (see also Shore-Slaman [24, Definition 2.8]). Let p ∈ PKS be
a condition, and ψ(ṙgen) be a sentence of the form ∀mθ(m, ṙgen). Given τ⃗ =
(τ1, . . . , τk) a sequence of strings in H all of the same length (i.e. |τi| = |τj | for
every 1 ≤ i, j ≤ k), we say that τ⃗ is essential to (force the sentence) ¬ψ(ṙgen) over
p (without Xp) when the following condition holds. For any condition q ∈ PKS, if

q ≤ p0 and (∃m ∈ ω) q ⊩ ¬θ(m, ṙgen),
then there are σ ∈ Dom(Φq) \Dom(Φp) and j ≤ k such that σ meets τj .

Note that in the Hilbert cube one can computably decide whether or not two
basic open balls (with respect to H) intersect.

Let T (p, ψ, k) be the tree of length k vectors τ⃗ ∈ Hk which are essential to
¬ψ(ṙgen) over p. As in Shore-Slaman [24, Lemma 2.11], we can see that for any
forcing condition p ∈ P, any Π0

n+1 sentence ψ, and k ∈ ω, T (p, ψ, k) is a Π0
n+1(x)

(hence Π0
1(x

(n))) subtree of
(
Hk

)<ω
uniformly in Φp, λp, εp, ψ, and k. Note that

T (p, ψ, k) is recursively branching (sinceH is) and so König’s lemma can be applied.

Construction. Now we start to describe our construction. The construction
begins with the empty condition p0, that is, Φp0 = ∅, Xp0 = ∅, λp0 = ⟨⟩, and
εp0 = 1. At stage s of our construction, inductively assume that we are given:

• the condition p = (Φp,Xp, λp, εp),

• the indices computing each member of Xp from x(n+1), and,
• that Xp does not include any name of the point y ∈ Y.

Let ψ(ṙgen) be the s
th Π0

n+1 sentence, so it is of the form ∀mθ(m, ṙgen) for some Σ0
n

formula θ. Given p ∈ PKS, we now describe our strategy to find the next condition
r ≤ p which forces either ψ or ¬ψ. If y ⊕ x(n+1) is total, the parameters λp and
εp will have no role. We will supply more details about this after describing the

non-total case. So now we first suppose that y ⊕ x(n+1) is not total. Fix any name
αy of y. The construction will be in two phases. In Phase 1 we force the next
sentence without extending ΦG along any name for y. This is necessary to ensure
that ΦG is consistent along y. In Phase 2 we extend ΦG along αy by coding the
result of Phase 1 into ΦG(αy) and λG.

Phase 1 (Forcing the next sentence): Suppose Xp = {β0, . . . , βk−1}. For each
i ∈ ω, we first define qi ≤ p as follows:

qi = (Φp,Xp, λp
⌢i, 2−iεp),

We check if there exists some i such that T (qi, ψ, k + 1) is infinite.
Case 1 (Forcing ψ). If T (qi, ψ, k + 1) is infinite for some i, as in Shore-Slaman

[24, Corollary 2.12], we claim that T (qi, ψ, k+1) has an x(n+1)-computable infinite
path X which does not include a name of the point y. By applying the Cone
Avoiding Lemma 2.11 to our Π0

1(x
(n)) set P = [T (qi, ψ, k + 1)] in the effectively

compact space [H]k+1, we have Y ∈ P such that y ̸≤M Y ≤M y⊕x(n+1). Suppose
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Y = {γ0, . . . , γk}. The property y ̸≤M Y implies that for every i ≤ k, ρY(γi) ̸= y
(where recall from Example 2.2 that ρY is a representation of Y = [0, 1]ω with
domain H). Therefore, some open ball separates ρY(γi) and y, that is, there has

to be li such that y ̸∈ B∗
γi↾li . Put l = maxi≤k li and we consider the subtree T̃

consisting of (τi)i≤k ∈ T (qi, ψ, k + 1) such that for each i ≤ k, τi is comparable

with γi ↾ l. Since T̃ is still a nonempty Π0
1(x

(n)) subtree of Hk+1, there is an

x(n+1)-computable infinite path X through T̃ . Obviously, X does not contain a
name of y.

As in Shore-Slaman [24, Lemma 2.10 (2)], by adding X to Xp, we can force
the sentence ψ without changing Φp, λp

⌢i, and 2−iεp. Then, we take the next
condition to be

q = (Φp,Xp ∪X, λp
⌢i, 2−iεp).

Case 2 (Forcing ¬ψ). Now suppose that for every i, T (qi, ψ, k + 1) is finite.
Then, for each i there is l such that (β0 ↾ l, . . . , βk−1 ↾ l, αy ↾ l) ̸∈ T (qi, ψ, k+1). In
particular, for every i there exists r̂i ≤ q0i and some m such that r̂i ⊩ ¬θ(m, ṙgen)
and such that Dom(Φr̂i)\Dom(Φp) does not add any axiom which meets Xp∪{αy},
and adds an amount which is no more than 2−iεp. We would like to take (any one
of the) r̂i as our next condition because it enables us to force ¬ψ without adding
axioms meeting αy. Unfortunately, the search for r̂i requires knowing αy and hence

cannot be performed recursively in x(n+1) (in fact, not even recursively in y⊕x(n+1)

unless y⊕x(n+1) is total). We must replace {r̂i} with conditions {ri} that are easier
to find.

We now note that as in Shore-Slaman [24, Lemmata 2.10 and 2.11], the following
two conditions are equivalent for a given q ∈ PKS:

(1) There is a condition r ≤ q such that r ⊩ ¬θ(m, ṙgen) for some m ∈ ω.
(2) There is a condition r = (Φr, ∅, λr, εr) ≤ q0 such that the tree T (r,¬θ(m, ṙgen), l)

is infinite for some l ≥ |Xq| and m ∈ ω.

Now, for every i, instead of searching for r̂i, we let ri = (Φri , ∅, λri , εri) ≤ q0i ,
l and m be the first triple found such that the tree T (ri,¬θ(m, ṙgen), l) is infinite,
and such that Dom(Φri) \Dom(Φp) does not add any axioms comparable with Xp

(that is, we allow Φri to contain an axiom meeting αy), and adds an amount no

more than 2−iεp. This search is effective given Φp, λp, εp, the oracle x
(n+1), and the

indices computing each member of Xp from x(n+1). Note that one can effectively
decide whether two basic open balls intersect.

Claim. If y⊕x(n+1) is not total, then there is i ∈ ω such that Dom(Φri)\Dom(Φp)
does not meet αy, that is, for all σ ∈ Dom(Φri) \Dom(Φp), B

∗
σ has no intersection

with B∗
αy↾|σ|.

Proof. Otherwise, for every i ∈ ω, there is some σ ∈ Dom(Φri)\Dom(Φp) such that
we have B∗

σ ∩B∗
αy↾|σ| ̸= ∅. Let B′

σ be the open ball with the same center as B∗
σ, but

the radius of B′
σ is 3 · 2−|σ|. Then, B∗

σ ∩B∗
αy↾|σ| ̸= ∅ implies that y ∈ B∗

αy↾|σ| ⊆ B′
σ

since for every τ , the diameter of B∗
τ is less than 2−|τ | by our choice of such balls

in the definition of H. In this way, we will be able to obtain a name for y. That is,

y ∈ Ei :=
∪

{B′
σ | σ ∈ Dom(Φri) \Dom(Φp)} ,

Note that the total sum of the radius of all such balls B′
σ is at most 3 · 2−iεp

by the choice of ri. Now we say that two basic balls B′
σ and B′

τ in Ei are in the
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same connected component if there exists a sequence of balls B′
σ0
, B′

σ1
, · · · , B′

σN
all

of which are in Ei, and such that B′
σ0

= B′
σ, B

′
σN

= B′
τ , and for every i < N ,

B′
σi

∩B′
σi+1 ̸= ∅.

We enumerate all distinct connected components of Ei as Ui,0, Ui,1, . . . in some
fixed way. Now note that the maximum distance between any two points in the
same component is at most 12 · 2−iεp < 2−i+4. Thus we let Ci,j be a ball of radius
2−i+4 which contains Ui,j .

We define z ∈ ωω by z(i) to be the unique component such that y ∈ Ui,z(i).

We shall show that y ⊕ x(n+1) is M -equivalent to the total degree z ⊕ x(n+1) for
a contradiction. First we see that y ≤M z ⊕ x(n+1) because we can recursively in
x(n+1) (with finitely many fixed parameters) compute Φri and then the sequence
{Ci,j} (here we do need ∅′ to tell apart the different components). We then see
that

∩
i Ci,z(i) = {y} since the radius of Ci,z(i) is 2

−i+4. On the other hand we have

z ≤M y ⊕ x(n+1), because once again x(n+1) allows us to compute the components
{Ui,j}, and for each i and any name for y we can compute the unique z(i) such that

y ∈ Ui,z(i) (since the components are pairwise disjoint). This means that y⊕x(n+1)

has total degree, contrary to the assumption.
Notice that the choice of Ci,j and Ui,j depends on the sequence {ri}, where ri

is fixed to be the first axiom found under a x(n+1)-effective search. ⊣(claim)

Thus we conclude that there is some i0 such that Dom(Φri0
)\Dom(Φp) does not

meet αy. By the property of ri0 , the tree T (ri0 ,¬θ(m, ṙgen), l) is infinite for some
m ∈ ω and l ≥ k and so, we may take the next forcing condition to be

q =
(
Φri0

,Xp ∪X, λri0 , εri0
)

where X is an l-tuple of x(n+1)-computable names containing no name of y, which
is obtained by applying Lemma 2.11 to the tree T (Φri0

,¬θ(m, ṙgen), l) as in Case
1. We can check easily that q ≤ qi ≤ p.

Phase 2 (Coding αy, X and the result of Phase 1). Suppose Phase 1 produces the
condition q = (Φq,Xq, λq, εq). For Xq = {β0, . . . , βm−1}, we choose the least b and
the least u ≥ s such that B∗

αy↾u is disjoint from B∗
β0↾b, B

∗
β1↾b, . . . , B

∗
βm−1↾b. Note

that such b, u exist since Xq does not contain a name for y. Now consider an index

j0 which computes each element of Xq from x(n+1), and for each string σ ∈ ω<ω,
let σ+ be the string defined by σ+(n) = σ(n) + 1 for every n ∈ ω. Then we define
the next condition as follows:

r =
(
Φq ∪ {(s, k, αy ↾ u)},Xq, λq

⌢j0⌢(αy ↾ u)+⌢0, εq − 2−u
)

where k = 0 or 1 depending on how the sentence was forced in Phase 1. That is,
this construction ensure that Φr(αy ↾ u)(s) = 0 if and only if r forces the sth Π0

n+1

sentence ψ to be true. It is easy to check that r ≤ q.

Verification. Eventually, our construction produces a sequence (Φpn ,Xpn , λpn , εpn)n∈ω.
We define G as x⊕ΦG ⊕ λG, where ΦG =

∪
n Φpn and λG =

∪
n λpn . As in Shore-

Slaman [24], our construction (in Phase 2) ensures that ΦG(αy) = G(n+1) since
ΦG(αy)(s) = 0 if and only if ψ(G) is true, where ψ is the sth Π0

n+1 formula with
one parameter. We first check the consistency of ΦG.

Claim. ΦG is consistent along y.
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Proof. A new computation is enumerated into ΦG only when we construct ri0 from
p in Case 2 of Phase 1, and when we construct r from q in Phase 2. By the property
of ri0 , Φri0

does not add any new computation along y. It is also clear that our

action in Phase 2 does not add any inconsistent computation. ⊣(claim)

By combining the above claim and our first claim, we obtainG(n+1) = ΦG(αy) ≤M

G ⊕ y. We also have that G ⊕ x(n+1) ≤M G(n+1) since x ≤M G. We next claim
that the construction is recoverable in the oracle G⊕ x(n+1).

Claim. If y ⊕ x(n+1) is not total, then we have αy ≤M G⊕ x(n+1). In particular,

y ≤M G⊕ x(n+1) holds.

Proof. Assume that at stage s of the construction we have computed the finite
string representing Φp, the index jp corresponding to elements of Xp (relative to

x(n+1)), the finite string λp, and the rational εp. We first decode i0 from λG,

which is a unique number i0 such that λp
⌢i0 ≺ λG. We use x(n+1) to check if

T (pi0 , ψ, k + 1) is infinite. If infinite, we know that the output from Phase 1 is(
Φp,Xp ∪X, λp

⌢i0, 2−i0εp
)
for some X, and so we can decode j0 and αy ↾ u since

an initial segment of λG is now of the form λp
⌢i0⌢j0⌢(αy ↾ u)+⌢0 by our action

in Phase 2. By using αy ↾ u and ΦG, we can also decode the outcome z in Phase
1. These codes tell us the full information on the next forcing condition r.

If x(n+1) tells us that the tree T (p, ψ, k) is finite, then we know that the output
from Phase 1 is

(
Φri1

,Xp ∪X, λri1 , εri1
)
for some i1 ∈ ω. But by the construction

we have that ri1 ≤ qi1 and since λqi1 = λp
⌢i1, we conclude that i0 = i1. Thus we

can search for ri0 because we are given the oracle x(n+1) and the indices for members
of Xp. The first Φri0

found must avoid αy by our claim in Phase 1. Having found
ri0 , we can proceed as above to recover j0 and α ↾ u and full information on the
next forcing condition r. ⊣(claim)

Consequently, if y⊕x(n+1) is not total, we obtainG⊕x(n+1) ≡M G(n+1) ≡M G⊕y
as desired. An analysis of the proof reveals that αy is coded in segments into λG.
In between segments of λG where αy is coded, λG was determined by the outcome
of forcing ψ.

Now we return to the remaining case where y ⊕ x(n+1) is total. In this case, we
will not have the property y ≤M G⊕ x(n+1). Instead, we proceed via a y⊕ x(n+1)-
computable construction. Recall that in the previous case where y ⊕ x(n+1) is not
total, we have used λp to code our construction; however, if y ⊕ x(n+1) is total,

we will use y ⊕ x(n+1) itself to recover our construction. If y ⊕ x(n+1) is total,
then it computes a canonical name of y, that is, we can choose a name αy ∈ H

of y ∈ Y such that αy ≤T y ⊕ x(n+1). In Case 1 of Phase 1, we can find X

by using αy ⊕ x(n+1) as in Shore-Slaman [24, Corollary 2.12]. We also skip the

construction of ri in Case 2 of Phase 1, and just use αy ⊕ x(n+1) to find r̂0, and
take the next forcing condition to be (Φr̂0 ,Xp∪X, λr̂0 , εr̂0) as in the last paragraph

in Case 2 of Phase 1. We can find such a forcing condition by an (αy ⊕ x(n+1))-
computable way. The parameters u and b in Phase 2 can also be found using oracle
αy ⊕ x(n+1). Consequently, the entire construction is (αy ⊕ x(n+1))-computable.
Since the construction decides the truth of all Π0

n+1 sentences about G, this implies

that G(n+1) ≤M y⊕ x(n+1). Our construction again implies ΦG(αy) = G(n+1), and

thereforeG(n+1) ≤M G⊕y as before. By combining these inequalities with x ≤M G,
we obtain that G(n+1) ≤M G ⊕ y ≡M y ⊕ x(n+1). Now, since y ⊕ x(n+1) is total,
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as in Shore-Slaman [24, Theorem 2.3], we can apply the Friedberg Jump Inversion

Theorem to y ⊕ x(n+1) ≥T G(n+1) to get G̃ ≥T G such that G̃(n+1) ≡T y ⊕ x(n+1).
One can see that G̃(n+1) ≡M G̃⊕ y ≡M y ⊕ x(n+1) as desired. This concludes the
proof of the theorem for all finite cases. Here, note that if y ⊕ x(n+1) is not total,
then it is impossible to satisfy the last equality since G̃(n+1) must be total.

For transfinite cases, it only remains to calculate the complexity of our forcing
relation, that is, the complexity of the tree T (p, ψ, k) for a computable Π0

ξ formula
ψ. The calculation is straightforward and we omit it. This finishes the proof of
Theorem 2.12. ⊣

3. Borel transition in the codes and decomposability

In this section we give the proof of Theorem 1.1. First we prove Theorem 1.5
by applying results from effective descriptive set theory. The first key lemma is
obtained from the (effective) Π1

1-uniformization theorem.

Lemma 3.1 ([15, p. 367]). Suppose that X and Y are recursively presented metric
spaces and that P ⊆ X × Y is Π1

1(ε) for some ε ∈ N , which satisfies the condition
(∀x)(∃y ∈ ∆1

1(ε, x))P (x, y). Then there exists a ∆1
1(ε)-recursive function f : X → Y

such that P (x, f(x)) for all x ∈ X .

Another important tool is the following result of Louveau. Let us recall that
a set C separates A from B or that A is separated from B by C if A ⊆ C and
C ∩B = ∅.

Lemma 3.2 (Louveau separation cf. [15]). Suppose that X is a recursively presented
metric space and that A,B are disjoint Σ1

1 subsets of X . If A is separated from B
by a Π˜ 0

ξ set, then A is separated from B by a Π0
ξ(γ) set for some γ ∈ ∆1

1.

We now prove our result on the Borel transition.

Proof of Theorem 1.5. We fix some ε ∈ N such that X and Y are ε-recursively
presented, A belongs to Σ1

1(ε) and f is ∆1
1(ε)-recursive. We define the sets P,Q ⊆

N ×X by

P (α, x) ⇐⇒ x ∈ A & GY
m(α, f(x))

Q(α, x) ⇐⇒ x ∈ A & ¬GY
m(α, f(x)).

Since Y is ε-recursively presented, the set GY
m is Σ0

m(ε). It follows that the sets
P,Q are Σ1

1(ε). We now fix some α ∈ N for the discussion. It is clear that the
sections Pα, Qα are disjoint Σ1

1(ε, α) subsets of ω×X . From our hypothesis about
f there exists a Σ˜ 0

n set Rα ⊆ X such that Pα = Rα ∩ A.
It is evident that the set Rα separates Pα from Qα. It follows from Louveau’s

Theorem (Lemma 3.2) relative to ε that Pα is separated from Qα by some Σ0
n(ε, γ)

subset of X , for some γ ∈ ∆1
1(ε, α). The preceding Σ0

n(ε, γ) set is the β-section of
Gω×X

n for some (ε, γ)-recursive β ∈ N . The latter β is obviously in ∆1
1(ε, α).

Overall we have that for all α ∈ N there exists β ∈ ∆1
1(ε, α) such that U(α, β),

where U(α, β) denotes that GX
n,β separates Pα from Qα. It is not hard to see that

U is a Π1
1(ε) subset of N × N . It follows from Lemma 3.1 that there exists a

Borel-measurable function u : N → N such that U(α, u(α)) for all α. This function
u satisfies the required properties. ⊣
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Using the Borel-uniform transition in the codes and the theory of continuous
degrees one can give the analogue of [13, Lemma 2.6] in Polish spaces.

Lemma 3.3. Let X , Z be recursively presented metric spaces and that A is a Σ1
1

subset of X . Suppose that a function f : A → Z satisfies that condition f−1Σ˜ 0
m+1 ⊆

Σ˜ 0
n+1 holds Borel-uniformly. Then, there are z ∈ 2ω and a z-computable ordinal ξ

such that we have (f(x)⊕ q)(m) ≤M (x⊕ q(ξ))(n) for all q ≥T z.

Proof. Fix a sufficiently powerful oracle ε such that A and Z are ε-computably
isomorphic to subspaces of ε-recursively presented Polish spaces X and Y. Let
f : A → Z be a function satisfying that f−1Σ˜ 0

m+1 ⊆ Σ˜ 0
n+1. We can think of f as

a function from A into Y with the same property since every Σ˜ 0
n+1 set S ⊆ Z is

of the form Ŝ ∩ Z for some Σ˜ 0
n+1 set Ŝ ⊆ Y. By Theorem 1.5, f−1Σ˜ 0

m+1 ⊆ Σ˜ 0
n+1

holds Borel uniformly; in particular, both f−1Σ˜ 0
m ⊆ Σ˜ 0

n+1 and f−1Π˜ 0
m ⊆ Σ˜ 0

n+1

hold Borel uniformly. Therefore, we have Borel measurable transitions u, v such
that for all x ∈ A and all (i, p) ∈ ω ×N ,

f(x) ∈ GY
m,i⌢p

⇐⇒ x ∈ GX
n+1,u(i⌢p)

⇐⇒ x ̸∈ GX
n+1,v(i⌢p)).

Since u and v are Borel, there is z ≥T ε such that u and v are Σ0
a(z)-recursive for

some a ∈ Oz, whereOz is Kleene’sO relative to z, and the lightface pointclass Σ0
a(z)

is defined in a straightforward manner. By our definition of the jump operation,

and the above equivalences it follows that J
(m),p⊕z
Y (f(x)) ≤T J

(n),(p⊕z)(ξ)

X (x) for all
p ∈ 2ω, where ξ is a countable ordinal coded by a. By Lemma 2.8, we can restate
this inequality as (f(x)⊕ p⊕ z)(m) ≤M (x⊕ (p⊕ z)(ξ))(n) for all p ∈ 2ω. ⊣

To show Theorem 1.1, we will need first to extend a result of [13, Lemma 2.5] on
canceling out Turing jumps. Since the inequality of the degrees that we obtain is
slightly different, we will need to utilize not only the Shore-Slaman Join Theorem
(in the continuous degrees; Theorem 2.12) like in [13] but also -as we mentioned
above- other degree-theoretic results, namely the non-uniformity feature of the
enumeration reducibility (Lemma 2.5), the almost totality of continuous degrees
(Lemma 2.6), the Friedberg Jump Inversion Theorem (Lemma 2.7) and the jump
inversion property of a generic name (Lemma 2.10).

Lemma 3.4 (The Cancellation Lemma). Suppose that X and Y are recursively
presented metric spaces, and fix x ∈ X , y ∈ Y, and z ∈ 2ω. If (y ⊕ g)(m) ≤T

(x⊕ g(ξ))(n) for all g ≥T z, then y ≤T (x⊕ z(ξ))(n−m).

Proof. Otherwise, y ̸≤M (x⊕ z(ξ))(n−m). We claim that there is p ≥M z such that
y ̸≤M p(ξ+n−m) and x ≤M p(ξ). To see this, by Lemma 2.6, since z(ξ) is total,
either x ⊕ z(ξ) is total or else x >M z(ξ) holds. If x ⊕ z(ξ) is total, by the ξth

Friedberg jump inversion theorem on 2ω (see Lemma 2.7), there is p ≥T z such
that p(ξ) ≡T x⊕ z(ξ). This p clearly satisfies the desired condition. Now we assume
that x >M z(ξ), which implies y ̸≤M x(n−m). If n = m, then, by Lemma 2.5,
there is x̂ ∈ ωω such that x ≤M x̂ and y ̸≤M x̂. If n > m, then let x̂ ∈ ωω be
a generic X -name of x in Lemma 2.10; therefore, x̂′ ≡T JX (x). By Lemma 2.8,
x(n−m) can be interpreted as TJ (n−m−1) ◦JX (x) since n−m ≥ 1, and therefore, we
have x̂(n−m) ≡T x(n−m). This implies y ̸≤M x̂(n−m). In any cases, we have x̂ ∈ ωω,
x̂ ≥M x and y ̸≤M x̂(n−m). Then, by the ξth Friedberg jump inversion theorem on
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2ω (Lemma 2.7), there is p ≥T z such that p(ξ) ≡T x̂ since x̂ ≥M x ≥M z(ξ). Then
we have that y ̸≤M x(n−m) ≡T p(ξ+n−m) and x ≤M x̂ ≡T p(ξ).

Therefore, by the Shore-Slaman Join Theorem in the continuous degrees (The-
orem 2.12), there is g ≥M p such that g(ξ+n−m+1) ≤M g ⊕ y. This implies
g(ξ+n+1) ≡T (g(ξ+n−m+1))(m) ≤T (g⊕ y)(m) by Lemma 2.9. Note also that g ≥M p
implies that g ≥T z and g(ξ) ≥M p(ξ) ≥M x. Therefore,

(y ⊕ g)(m) ≥T g(ξ+n+1) >T g(ξ+n) ≥T (x⊕ g(ξ))(n),

which contradicts our assumption. ⊣

We are finally ready to give the proof of our decomposition result.

Proof of Theorem 1.1. Without loss of generality we may assume that the underly-
ing spaces are recursively presented and that A is Σ1

1. We have from Theorem 1.5
that the condition f−1Σ˜ 0

m+1 ⊆ Σ˜ 0
n+1 holds Borel-uniformly in the codes. There-

fore, by Lemma 3.3, there is z ∈ 2ω such that (f(x)⊕ q)(m) ≤M (x⊕ q(ξ))(n) for all
q ≥T z and all x ∈ A. By using Lemma 3.4, we obtain

f(x) ≤M (x⊕ z(ξ))(n−m)

for all x ∈ A. As in [13, Lemma 2.7] the function f is decomposed into theΣ0
n−m+1-

measurable functions x 7→ Φe((x⊕ z(ξ))(n−m)), e ∈ ω on the domains

Be := {x ∈ A : f(x) = Φe((x⊕ z(ξ))(n−m))},
That is, A =

∪
e Be and each f ↾ Be is Σ˜ 0

n−m+1-measurable. This proves the first
assertion of the statement.

It remains to estimate the complexity of Be. Ifm = 1, then the assertion is trivial,
so we may assume that m ≥ 2. We consider the Σ˜ 0

n−m+1-measurable functions

ge : A → Y defined by ge(x) = Φe((x ⊕ z(ξ))(n−m)). Let ∆Y = {(y, y) : y ∈ Y} be
the diagonal set, which is closed in Y2. Given functions g and h, we write (g, h)
be the function x 7→ (g(x), h(x)). Then, clearly Be = (f, ge)

−1[∆Y ], which is Π˜ 0
n,

since f is Σ˜ 0
n-measurable and dom(ge) is Π˜ 0

n−m+2 ⊆ Π˜ 0
n by the assumption m ≥ 2.

Moreover, if f isΣ˜ 0
n-measurable andm ≥ 3 then Be ∈ Π˜ 0

n−1 since n−m+2 ≤ n−1.
Finally assume that the graph Gr(f) of f is Σ˜ 0

m. We show that in this case
the preceding sets Be are Σ˜ 0

n. This will finish the proof since we can decompose
further Be =

∪
j Be,j , where Be,j is ∆˜ 0

n−1. It is clear that Be = (id, ge)
−1[Gr(f)].

Since each ge is Σ˜ 0
n−m+1-measurable and Gr(f) is Σ˜ 0

m, it follows that the set Be

is a Σ˜ 0
n−m+1+(m−1) = Σ˜ 0

n subset of A. ⊣

Remark 3.5. If n = m, the proof of Kihara’s Theorem 1.4 only requires the Posner-
Robinson Join Theorem (that is, the Shore-Slaman Join Theorem for n = 0).
However, a noteworthy fact is that our proof of Theorem 1.1 requires the full
strength of the Shore-Slaman Join Theorem even in the case of n = m.

It is also interesting to mention that this strategy of decomposing a given Borel-
measurable function provides an upper bound for the complexity of the decom-
posing sets. In fact it is easy to check that an arbitrary function f : A → Y is
decomposable to Σ˜ 0

k+1-measurable functions if and only if there is some w ∈ 2ω

such that for all x ∈ A is holds f(x) ≤M (x⊕w)(k) (see also [13, Lemma 2.7]). So,
if the latter condition holds, the decomposing sets can be defined through the sets
Be of the preceding proof (with k = n−m). The complexity of the latter sets can
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be easily estimated by the complexity of f as above: if f is Σ˜ 0
ξ-measurable then

the each Be is a Π˜ 0
max{ξ,k+1} set. Overall we conclude to the following.

Proposition 3.6. Let X , Y be Polish spaces, A ⊆ X and f : A → Y be Σ˜ 0
ξ-

measurable. If f ∈ dec(Σ˜ 0
k) for some k < ω, then f ∈ dec(Σ˜ 0

k,∆˜ 0
max{ξ,k+1}).

4. The Transfinite Case

In this section, we show that the preceding results can be extended to the Borel
pointclasses of transfinite order. We begin this section by proposing the full de-
composability conjecture including transfinite cases in scope. The conjecture has
already been mentioned by Kihara [13, Problems 2.13 and 2.14]; however, his calcu-
lation of ordinals in transfinite cases contains a minor error. We restate the correct
version here:

The Full Decomposability Conjecture. Suppose that A is an analytic subset
of a Polish space and that Y is separable metrizable. For any function f : A → Y
and any countable ordinals η ≤ ξ < ω1, the following assertions are equivalent:

(1) f−1Σ˜ 0
1+η ⊆ Σ˜ 0

1+ξ holds.

(2) f−1Σ˜ 0
1+η ⊆ Σ˜ 0

1+ξ holds continuous-uniformly.

(3) There is a ∆˜ 0
1+ξ-cover (Ai)i∈ω of A such that for all i ∈ ω the restriction

f ↾ Ai is Σ˜ 0
1+θi

-measurable for some ordinal θi with θi + η ≤ ξ.

Note that the implication from the assertion (2) to (1) is obvious, and the im-
plication from the assertion (3) to (2) has been observed by Kihara [13, Lemma
2.3]. Hence, the problem is whether the assertion (1) implies (3). The main result
of this section will be the following transfinite version of Theorem 1.1:

Theorem 4.1. Suppose that η ≤ ξ < ω1, X , Y are Polish spaces, A is an analytic
subset of X , and f : A → Y satisfies f−1Σ˜ 0

1+η ⊆ Σ˜ 0
1+ξ. Then there exists a

∆˜ 0
1+ξ+1-cover (Ai)i∈ω of A such that for all i ∈ ω the restriction f ↾ Ai is Σ˜ 0

1+θi
-

measurable for some ordinal θi with θi + η ≤ ξ.

If moreover f is Σ˜ 0
1+ζ-measurable for some ζ < ξ then the preceding sets Ai can

be chosen to be ∆˜ 0
1+ξ.

To prove Theorem 4.1, we need to extend the argument in Section 3 to infi-
nite Borel ranks. In this section, we fix the standard universal systems for Σ˜ 0

ξ

sets (which are good, i.e., have the smn-property; see Section 2.2). By Louveau’s
separation theorem (Lemma 3.2), the following generalization of Theorem 1.5 is
straightforward:

Theorem 4.2. Suppose that X , Y are Polish spaces, A ⊆ X is analytic and that
f : A → Y satisfies f−1Σ˜ 0

η ⊆ Σ˜ 0
ξ for some η, ξ ≥ 1. Then condition f−1Σ˜ 0

η ⊆ Σ˜ 0
ξ

holds Borel-uniformly. ⊣

Now we are ready to prove the following transfinite analogue of Lemma 3.3.

Lemma 4.3. Let η and ξ be countable ordinals. Suppose that a function f : A → Y
from an analytic subset A of a Polish space X to a Polish space Y satisfies that the
condition f−1Σ˜ 0

1+η ⊆ Σ˜ 0
1+ξ holds Borel-uniformly. Then, there are z ∈ 2ω and a

z-computable ordinal θ such that we have (f(x)⊕ q)(η+1) ≤M (x⊕ q(θ))(ξ+1) for all
q ≥T z.
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Proof. Assume that η and ξ are infinite, and fix ε ∈ N such that η and ξ are
ε-computable. Without loss of generality, we can assume that A is a subset of N ,
and Z = N , since any uncountable Polish space is ∆˜ 0

ω-isomorphic to N and since
η, ξ ≥ ω. The first idea is to add 1 in the exponent of the Turing-jump power when
the latter is infinite. To be more specific, fix a notation a ∈ Oε for the ordinal η+1.
Then, the ath jump y(a) (formally, this is defined by using an H-set) is Σ0

1+η(ε)

uniformly in y; for instance, ∅(ω) is ∆0
ω, and therefore, ∅(ω+1) is Σ0

ω.
Let f : A → N be a function satisfying that f−1Σ˜ 0

1+η ⊆ Σ˜ 0
1+ξ. Given p and

i, one can ε-computably find a Σ˜ 0
1+η-code of Sp

i = {y : i ∈ (y ⊕ p ⊕ ε)(a)}. From

Lemma 4.2, f−1Σ˜ 0
1+η ⊆ Σ˜ 0

1+ξ holds Borel-uniformly. As in the proof of Lemma

3.3, one can find a ∆˜ 0
1+ξ+1-code of f−1[Sp

i ] in a Borel-measurable way, say z(θ)-

computable way. Since every ∆0
1+ξ+1(z) subset of ω is recursive in z(ξ+1), for any

q ≥ z ⊕ ε we have:

(f(x)⊕ q)(a) ≤T (x⊕ q(θ))(ξ+1).

Then, we have the desired inequality for Turing degrees by the Spector uniqueness
theorem. If η is finite, combine this argument with the argument in Section 3. ⊣

The proof of the following transfinite analogue of the Cancellation Lemma 3.4 is
straightforward.

Lemma 4.4 (The Transfinite Cancellation Lemma). Suppose that X and Y are
computable metric spaces, and fix x ∈ X , y ∈ Y, z ∈ 2ω, and γ, η, ξ < ωz

1 . If
(y ⊕ g)(η) ≤T (x ⊕ g(γ))(ξ) for all g ≥T z, then there exists θ with θ + η ≤ ξ such
that y ≤T (x⊕ z(γ))(θ). ⊣

Now we give the proof of our main result in this section.

Proof of Theorem 4.1. Suppose that f : A → Y satisfies f−1Σ˜ 0
1+η ⊆ Σ˜ 0

1+ξ. With-
out loss of generality we may assume that the given spaces are recursively presented
and that A is Σ1

1. As in the proof of Theorem 1.1, using Theorem 4.2 and Lemma
4.3, we have there is some z ∈ 2ω and a z-computable ordinal γ such that for all for
all q ≥T z and all x ∈ A it holds (f(x)⊕ q)(η+1) ≤M (x⊕ q(γ))(ξ+1). By the Trans-
finite Cancellation Lemma 4.4, we have for all x ∈ A that f(x) ≤T (x ⊕ z(γ))(θx)

for some θx with θx + η ≤ ξ.
For all θ with θ+η ≤ ξ we define the function gθ : X → N as gθ(x) = (x⊕z(γ))(θ).

Moreover for all e ∈ ω and θ with θ + η ≤ ξ we put

Be,θ = {x ∈ A : f(x) = Φe(gθ(x))}.
It follows that A =

∪
e,θ Be,θ. Since each function ge,θ := Φe◦gθ isΣ˜ 0

1+θ-measurable

(θ < ξ), it is easy to see that the sets Be,θ are Π˜ 0
1+ξ subsets of A, and that each

restriction f ↾ Be,θ is Σ˜ 0
1+θ-measurable.

If now the function f is Σ˜ 0
1+ζ-measurable for some countable ζ then Be,θ is a

Π˜ 0
max{1+θ+1,1+ζ} subset of A, and so we have 1 + θ + 1 < 1 + θ + η ≤ 1 + ξ. It

follows that Be,θ is a ∆˜ 0
1+ξ subset of A when 2 ≤ η and ζ < ξ. ⊣

5. Computable and Continuous Cases

The problem on the decomposability of Borel functions is also of great interest
from the computability-theoretic perspective (see [13, 20]). It is therefore worth
extracting the effective content from our proof of Theorems 1.1 and 4.1. Hereafter,
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for a function f : X → Y we write f ∈ dec((Γλ)λ∈Λ,∆) if there is a ∆ cover (Xi)i∈ω

of X such that for all i ∈ ω the restriction f ↾ Xi is Γλ-measurable for some λ ∈ Λ.
In this terminology, Theorem 4.1 can be restated as follows:

f−1Σ˜ 0
1+η ⊆ Σ˜ 0

1+ξ =⇒ f ∈ dec((Σ˜ 0
1+θ)θ+η≤ξ,∆˜ 0

1+ξ+1).

Note that there is no a priori effectivization of condition f−1Σ˜ 0
1+η ⊆ Σ˜ 0

1+ξ.

However, condition f−1Σ˜ 0
1+η ⊆ Σ˜ 0

1+ξ always implies that f is Σ˜ 0
1+ξ-measurable

(that is, condition f−1Σ˜ 0
1 ⊆ Σ˜ 0

1+ξ holds continuous-uniformly), and the latter

notion has some effective counterpart. For a pointclass Γ˜ , we define Γhyp as the
collection of all hyperarithmetically-coded (i.e., ∆1

1-coded) sets in Γ˜ . A function f is

said to be Σ0,hyp
1+ξ -measurable if f−1Σ˜ 0

1 ⊆ Σ˜ 0
1+ξ holds ∆

1
1-uniformly (or equivalently,

it holds Σ0,hyp
1 -uniformly). It is not hard to check that our proof of Theorems 1.1

and 4.1 indeed implies the following effective version:

Theorem 5.1. Suppose that η ≤ ξ < ωCK
1 , A is a Σ1

1 subset of a computable

Polish space, Z is a computable metric space, and f : A → Z is a Σ0,hyp
1+ξ -measurable

function. Then, we have the following implication:

f−1Σ˜ 0
1+η ⊆ Σ˜ 0

1+ξ =⇒ f ∈ dec((Σ0,hyp
1+θ )θ+η≤ξ,∆

0,hyp
1+ξ+1).

If moreover f is Σ0,hyp
1+ζ -measurable for some ζ < ξ then:

f−1Σ˜ 0
1+η ⊆ Σ˜ 0

1+ξ ⇐⇒ f ∈ dec((Σ0,hyp
1+θ )θ+η≤ξ,∆

0,hyp
1+ξ ).

We next give some generalizations of Kihara’s Theorem 1.4. For a function
f : X → Y we write f ∈ dec⋆((Γλ)λ∈Λ,∆) if there is a uniformly-∆ cover (Xi)i∈ω

of X such that the restriction f ↾ Xi is Γλ-measurable for some λ ∈ Λ uniformly
in i ∈ ω (see Kihara [13, Definition 1.2]). By combining the argument in Kihara
[13] with the Shore-Slaman Join Theorem 2.12 on Polish spaces, one can show the
following:

Theorem 5.2. Suppose that η ≤ ξ < ωCK
1 , X is a computable Polish space and Z

is a computable metric space. For any function f : X → Z, we have the implications
(1) ⇒ (2) ⇒ (3):

(1) f ∈ dec⋆((Σ0
1+θ)θ+η≤ξ,∆

0
1+ξ).

(2) f−1Σ˜ 0
1+η ⊆ Σ˜ 0

1+ξ holds recursive-uniformly.

(3) f ∈ dec⋆((Σ0
1+θ)θ+η≤ξ,∆

0
1+ξ+1).

Moreover, if ξ < η · 2, then we have the equivalence (1) ⇔ (2). ⊣

By relativizing Theorem 5.2, we have the following continuous-uniform version:

Theorem 5.3. Suppose that η ≤ ξ < ω1, X is a Polish space and Z is a separable
metrizable space. For any function f : X → Z, we have the implications (1) ⇒ (2)
⇒ (3):

(1) f ∈ dec((Σ˜ 0
1+θ)θ+η≤ξ,∆˜ 0

1+ξ).

(2) f−1Σ˜ 0
1+η ⊆ Σ˜ 0

1+ξ holds continuous-uniformly.

(3) f ∈ dec((Σ˜ 0
1+θ)θ+η≤ξ,∆˜ 0

1+ξ+1).

Moreover, if ξ < η · 2, then we have the equivalence (1) ⇔ (2). ⊣
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6. The Borel Martin Conjecture

The Martin Conjecture (for Turing invariant functions), also known as the fifth
Victoria-Delfino Problem (see Kechris-Moschovakis [12]), is probably one of the
most famous open problems in Turing degree theory. We have an impression that
there is distant resemblance between the Decomposability Conjecture and the Mar-
tin Conjecture. For instance, the Shore-Slaman Join Theorem has been applied to
give a partial answer to the Martin conjecture for (≤T ,≤T )-preserving (possibly
ideal-valued) Borel functions 2ω → 2ω. In Section 2, we have developed the gener-
alized degree theory, and obtained the Shore-Slaman Join Theorem in Polish spaces.
This enables us to generalize the Martin Conjecture to functions on Polish spaces,
and also provides a powerful tool to analyze the generalized Martin conjecture. We
first state an abstract version of the Martin conjecture.

Let (P,≤P ) and (Q,≤Q) be preordered sets. We say that a function f : P → Q
is (≡P ,≡Q)-invariant if p ≡P q implies f(p) ≡Q f(q), and that f is (≤P ,≤Q)-
preserving if p ≤P q implies f(p) ≤Q f(q). For functions f, g : P → Q, we say
that f is Martin-below g (written as f ≤m g) if there is c ∈ P such that for every
p ≥P c, f(p) ≤Q g(p) holds. If (P,≤P ) is directed, then the relation ≤m again
forms a preorder.

Now we assume that (P,≤P ) is a suborder of (Q,≤Q). We say that a function
f : P → Q is increasing on a cone if there is c ∈ P such that for every p ≥P c,
p ≤Q f(p) holds, and that f is constant on a cone if there are c ∈ P and d ∈ Q
such that for every p ≥P c, f(p) ≡Q d holds. If a (≤Q,≤Q)-preserving function
J : Q → Q is given, then for a function f : P → Q, we define J (f) : P → Q by
J (f)(p) = J (f(p)) for every p ∈ P .

Conjecture 6.1 (The Martin Conjecture for (≡P ,≡Q,J )). Assume ZF+AD+DC.
Then

I. f : P → Q is (≡P ,≡Q)-invariant and not increasing on a cone, then f is
constant on a cone.

II. ≤m prewellorders the set of (≡P ,≡Q)-invariant functions which are in-
creasing on a cone. Moreover, if f has ≤m-rank α, then J (f) has ≤m-rank
α+ 1.

The (original) Martin Conjecture is, of course, the Martin Conjecture for (≡T

,≡T , TJ), where recall that TJ denotes the Turing jump. In this section, we
only consider the Martin conjecture for (≤P ,≤Q)-preserving functions rather than
(≡P ,≡Q)-invariant functions. Then we call the modified conjecture the Martin
Conjecture for (≤P ,≤Q,J ). Clearly, this is weaker than the original conjecture.

We further generalize the Martin Conjecture by considering the ideal completion
Q∗ of Q. The Martin Conjecture for the ideal completion of the Turing reducibility
(2ω,≤T ) is first studied by Slaman [25]. Here we define Q∗ as the set of all ideals
I in Q, that is, p ≤Q q ∈ I implies q ∈ I, and p, q ∈ I implies the existence
of r ∈ I such that p, q ≤Q r. The set Q∗ is ordered by subset inclusion, that
is, I0 ≤∗

Q I1 if and only if I0 ⊆ I1. As usual, we have the canonical embedding
p 7→ p∗ from Q into Q∗ by defining p∗ as the principal ideal generated by p, that
is, p∗ = {q ∈ Q : q ≤Q p}. So, for instance, g : P → Q∗ is increasing on a cone if
and only if p∗ ≤∗

Q g(p), which is also equivalent to that p ∈ g(p). Given f : P → Q,

we also consider f∗ : P → Q∗ defined by f∗(p) = f(p)∗ for every p ∈ P . For
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J : Q → Q, the function J ∗ : Q → Q∗ can also be viewed as the partial function
J ∗ : Q∗ ⇀ Q∗ whose domain is the set of all principal ideals in Q.

Proposition 6.2. If the Martin Conjecture for (≤P ,≤∗
Q,

∗J ) is true for some total

extension ∗J of J ∗, then so is the Martin Conjecture for (≤P ,≤Q,J ).

Proof. It is easy to check that the canonical embedding preserves all properties
mentioned above. For instance, if f is (≤P ,≤Q)-preserving, then f

∗ is (≤P ,≤∗
Q)-

preserving, and moreover, for any functions f, g : P → Q, if f ≤m g holds, then
f∗ ≤m g∗ holds as well. This concludes the proof. ⊣

Note that a function f : P → Q∗ is a closure operator in the sense of Slaman [25]
if and only if f : P → Q∗ is (≤P ,≤∗

Q)-preserving and increasing on a cone (up to

Martin equivalence). Slaman-Steel [26] and Slaman [25] gave partial results on the
Borel Martin Conjecture, that is, the Martin conjecture for (≤P ,≤Q)-preserving
Borel functions. In this section, we only focus on the Borel Martin Conjecture, and
thus, we now restrict our attention to functions between Borel spaces.

We assume that X and Y are Borel spaces endowed with preorders ≤X and ≤Y ,
respectively, and moreover, assume that (X ,≤X ) is a substructure of (Y,≤Y). We
consider the ideal completion (Y∗,≤∗

Y) of the preordered Borel space (Y,≤Y). We
say that a function f : X → Y∗ is Borel if {(x, y) ∈ X × Y : y ∈ f(x)} is Borel in
the product Borel space X × Y.

Slaman-Steel [26] showed that every (≤T ,≤T )-preserving Borel function f : 2
ω →

2ω which is increasing on a cone is the αth Turing jump for some α < ω1 up to
Martin equivalence. Slaman [25] generalized this result by showing that for every
(≤T ,≤∗

T )-preserving Borel function f : 2ω → (2ω)∗ which is increasing on a cone,
one of the following holds:

(1) There is a countable ordinal α such that f is Martin equivalent to the
following map:

x 7→ {y ∈ 2ω : y is recursive in x(β) for some β < α}.

(2) f is Martin equivalent to x 7→ 2ω.

This result solves the Borel Martin Conjecture II affirmatively for (≤T ,≤∗
T ,

∗TJ);
hence, for (≤T ,≤T , TJ). Slaman [25] utilized the Shore-Slaman Join Theorem [24]
(on the Turing degrees) to remove the possibility of intermediate degrees. It is
reasonable to expect that the Shore-Slaman Join Theorem 2.12 on the continuous
degrees provides a generalization of Slaman’s Theorem on the Borel Martin Conjec-
ture for continuous degrees. This expectation is partially correct. We will give an
affirmative solution to the Borel Martin Conjecture II for the (≤T ,≤∗

M )-preserving
functions from Cantor space to the ideals in Hilbert cube. Surprisingly, non-total
continuous degrees completely disappear in this situation. This suggests that there
is no degree-invariant hyperarithmetical method of constructing a non-total con-
tinuous degree from a total oracle.

Theorem 6.3. The Martin order ≤m prewellorders the set of (≤T ,≤∗
M )-preserving

Borel functions f : 2ω → ([0, 1]ω)∗ which are increasing on a cone.
Indeed, for a (≤T ,≤∗

M )-preserving Borel function f : 2ω → ([0, 1]ω)∗ which is
increasing on a cone, one of the following holds.
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(1) There is a countable ordinal α such that f is Martin equivalent to the fol-
lowing map:

x 7→ {y ∈ 2ω : y is recursive in x(β) for some β < α}.

(2) f is Martin equivalent to x 7→ 2ω.

Proof. We follow the argument in Slaman [25, Theorem 3.1]. By our assumption
that f is Borel, there is an oracle ε such that the relation y ∈ f(x) is ∆1

1(ε).
First assume that there is c ≥T ε such that f(x) does not include HYP(x) for all

x ≥T c, where HYP(x) is the set of all y ∈ [0, 1]ω hyperarithmetical in x, that is,
those y ≤M x(α) for some α < ωx

1 . Then, since f(x) is an ideal, for every x ≥T c,
there is α < ωx

1 such that x(α) ̸∈ f(x). By Martin’s lemma, there is a pointed
perfect tree T ⊆ 2ω such that there exists a countable ordinal α0 < ω1 such that
for all x ∈ [T ], we have x(α0) ̸∈ f(x) and x(β) ∈ f(x) for all β < α0. Since f is
(≡T ,≡∗

M )-invariant, there is d ≥T c (that is, d is a base of the pointed tree T ) such
that the above property holds for all x ≥T d.

As in Slaman [25], we claim that for all x ≥T d, if y ∈ f(x) then y ≤M x(β) holds
for some β < α0. Otherwise, there are x ≥T d and y ∈ f(x) such that y ̸≤M x(β)

for all β < α0. By the Shore-Slaman Join Theorem 2.12 for the continuous degrees,
there is G ∈ 2ω such that G ≥T x and G(α0) ≤M G ⊕ y. Since f is (≤T ,≤∗

M )-
preserving, x ≤T G implies y ∈ f(x) ⊆ f(G). Since f is increasing on a cone, G ∈
f(G). Hence, G(α0) ≤M G⊕ y ∈ f(G) since f(G) forms an ideal in the M -degrees.
However, we must have G(α0) ̸∈ f(G), which is a contradiction. Consequently, if
x ≥T d, then y ∈ f(x) if and only if y ≤M x(β) for some β < α0.

Next we assume that for any c ≥T ε, there is x ≥T c such that f(x) includes
HYP(x). Note that (a copy of) 2ω is Π0

1 in [0, 1]ω, and therefore f(x) ∩ 2ω is still
∆1

1(x) while HYP(x) ∩ 2ω is proper Π1
1(x). Therefore, there is y ∈ f(x) ∩ 2ω such

that y is not hyperarithmetical in x. Since x and y are total, as in Slaman [25], by
the Woodin Join Theorem, there is g ∈ 2ω such that x ≤M g and Og ≡T g ⊕ y,
where Og is a complete Π1

1(g) subset of ω. Then x ≤T g implies y ∈ f(x) ⊆ f(g)
since f is (≤T ,≤∗

M )-preserving, and we also have g ∈ f(g) since f is increasing on
a cone. Then, Og ≡T g ⊕ y ∈ f(g) since f(g) forms an ideal. We now consider the
set [0, 1]ω \ f(g) = {p ∈ [0, 1]ω : p ̸∈ f(g)}. This set is ∆1

1(g), so if it is nonempty,
then by the Kleene Basis Theorem (see [22]) it has an Og-recursive element since
recall that [0, 1]ω is ∆1

1-isomorphic to Baire space N . However, f(g) includes all
Og-recursive elements in [0, 1]ω since f(g) forms an ideal. Thus, [0, 1]ω \ f(g) must
be empty. Consequently, we obtain that for any c ≥T ε, there is g ≥T c such that
f(g) = [0, 1]ω as desired. ⊣

Corollary 6.4. Every (≤T ,≤M )-preserving Borel function f : 2ω → [0, 1]ω which
is increasing on a cone is the αth Turing jump for some α < ω1 up to Martin
equivalence.

We notice that the Borel determinacy (Martin’s pointed tree lemma for Borel
sets) plays a key role in the proof of the above theorem. Given a preorder (P,≤P ),
we say that the (Borel) ≤P -determinacy holds if for any (Borel) partition P =
P0 ∪P1, whenever for each i < 2, Pi is ≡P -invariant (in the sense that q ≡P p ∈ Pi

implies q ∈ Pi), there is i < 2 such that Pi contains a ≤P -cone, that is, there is
c ∈ P such that p ∈ Pi for all p ≥P c (see also Martin [16]). It is well-known that
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the axiom of (Borel) determinacy implies the (Borel) ≤T -determinacy. Of course,
this is not generally true for a preorder ≤P .

We assume that a recursively presented metric space X is preordered by≤X :=≤M↾
X , the restriction of the M -reducibility to the space X . We say that a space X is
rich if there is an effective embedding of Cantor space 2ω into X , so that X has a Π0

1

copy of 2ω, and ≤X includes ≤T . This assumption is not very restrictive because
it is not hard to see that if X is uncountable Polish space, there is an oracle ε ∈ N
such that ≤ε

X is rich, where for a substructure ≤X of ≤M , we define x ≤ε
X y as

x⊕ ε ≤M y ⊕ ε.

Proposition 6.5. Let X be a rich Polish space. Then, the Borel ≤X -determinacy
holds if and only if X has transfinite inductive dimension.

Proof. Kihara-Pauly [14] showed that a Polish space X is transfinite dimensional
if and only if the order ≤ε

X is a substructure of ≤ε
T relative to an oracle ε ∈ N . In

particular, there is no non-total degree x ∈ X above ε. Hence, if X is transfinite
dimensional, the ≤T -determinacy implies the ≤X -determinacy. Conversely, if X is
not transfinite dimensional, then for any ε ∈ N , there is xε ∈ X such that xε ⊕ ε
is not total. By Miller’s Lemma 2.6, this implies xε ≥M ε. It is clear that any
point x ∈ X is ≤M -bounded by a total degree. Since X is rich, 2ω is effectively
embedded into X . Then, let C be the ≡X -saturation of such an embedded image
of 2ω, that is, the set of all points in X having total degrees. Clearly, C is ≡X -
invariant. By the above argument, both C and X \C are cofinal in ≤X . Therefore,
the ≤X -determinacy fails. Note that this argument indeed shows that the Borel
≤X -determinacy fails since C is Borel. ⊣

The role of the ≤P -determinacy is to remove the difference between “cofinally
many” and “on a cone”. Under the failure of the ≤P -determinacy, the situation
dramatically changes. Recall from Theorem 6.3 that the Borel Martin Conjecture II
for (≤T ,≤∗

M ) is solved affirmatively. Surprisingly, however, Slaman’s Theorem fails
if we allow continuous degrees in our domain space, that is, the Martin Conjecture
II is false for the ideal completion of the continuous degrees.

Theorem 6.6. The Martin order ≤m is not a linear order on the set of (≤M ,≤∗
M )-

preserving Borel functions f : [0, 1]ω → ([0, 1]ω)∗ which are increasing on a cone.

Proof. For each countable ordinal α < ω1, we define Iα(x) for a point x ∈ [0, 1]ω

with α < ωx
1 as follows:

Iα(x) = {z ∈ [0, 1]ω : (∃y ∈ 2ω) y ≤M x and z ≤M y(α) ⊕ x}.

We first claim that Iα(x) forms an ideal. Given z0, z1 ∈ Iα(x), there is y0, y1 ∈ 2ω

such that y0, y1 ≤M x and zi ≤M y
(α)
i ⊕x for each i < 2. Then we have y0⊕y1 ≤M x

and z0⊕z1 ≤M y
(α)
0 ⊕y(α)1 ⊕x ≤M (y0⊕y1)(α)⊕x. Therefore, z0⊕z1 ∈ Iα(x). It is

also easy to see that Iα is (≤M ,≤∗
M )-preserving. We also see that Iα is increasing

on a cone since x∗ = {y ∈ [0, 1]ω : y ≤M x} ⊆ Iα(x).
We next check that Iα : [0, 1]ω → ([0, 1]ω)∗ is Borel. Recall from Example 2.2

that we have defined a tree H of names of points in Hilbert cube. Then, y ≤M x
is equivalent to the existence of an index e ∈ ω such that for any n ∈ ω and any
sufficiently large l ∈ ω, if σ ∈ H is a string of length l and x ∈ Bσ, then Φσ

e (n)
is defined. This condition is arithmetical. We can also replace the existence of
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y ≤M x with the existence of an index e ∈ ω computing y from x. Consequently,
Iα is ∆1

1 relative to an oracle computing α. Therefore, Iα is Borel.
We claim that (the principal ideal generated by) the first jump J∗ : x 7→ {y ∈

[0, 1]ω : y ≤M J[0,1]ω (x)} is not Martin-below Iα for any α < ω1, and Iα is not

Martin-below (the principal ideal generated by) the βth jump J (β)∗ for all β < α.
The latter is obvious because J (β)(x)∗ ⊊ J (α)(x)∗ = Iα(x) for any total x ∈ [0, 1]ω,
and total degrees are cofinal in the continuous degrees. To see J∗ ̸≤m Iα, recall
from Miller [17, Theorem 9.3] that every Scott ideal is realized as the lower Turing
cone of a point in [0, 1]ω. Now, for any c ∈ 2ω with α < ωc

1, we consider the Turing
ideal Ic = {y ∈ 2ω : (∃n ∈ ω) y ≤T c(α·n)}. Clearly, Ic forms a Scott ideal, and
indeed, Ic is closed under the αth Turing jump, that is, for every y ∈ Ic, y

(α) ∈ Ic.
By the above mentioned result by Miller [17, Theorem 9.3], there is xc ∈ [0, 1]ω such
that for any y ∈ 2ω, y ≤M xc if and only if y ∈ Ic. So, c ≤M xc, and if y ≤M xc
then y(α) ≤M xc; hence y

(α) ⊕ xc ≤M xc. This implies that Iα(xc) = x∗c ⊊ J∗(xc).
This concludes J∗ ̸≤m Iα. In particular, J∗ and I2 are incomparable with respect
to the Martin order ≤m. ⊣

A consequence of Slaman’s result is that the relation ≤m is a linear order on the
set of (≤T ,≤∗

T )-preserving Borel functions f : 2ω → 2ω, which are increasing on a
cone. This implies the same assertion for (≤T ,≤T ). The preceding result refutes
the (≤M ,≤∗

M ) case, but still this has no implications to the non-∗ case.

Question 6.7. Does the Martin order ≤m give a linear order on the set of (≤M

,≤M )-preserving Borel functions f : [0, 1]ω → [0, 1]ω which are increasing on a
cone?

Steel [28] has shown that the Martin conjecture is true for uniformly (≡T ,≡T )-
invariant functions f : 2ω → 2ω. It is natural to ask whether Steel’s theorem holds
in other Polish spaces. Unfortunately, in proper infinite dimensional spaces, Steel’s
game-theoretic argument is useless to decide successor ≤m-ranks even if we restrict
our attention to uniformly (≤T ,≤M )-preserving Borel functions f : 2ω → [0, 1]ω

which are increasing on a cone. Nevertheless, Corollary 6.4 tells us the complete
description of all ≤m-ranks of such functions even in the non-uniform case, which
exhibits the strength of our positive result. However, of course, our current results
have no implication to non-Borel functions.

Question 6.8. Is it true that all successor ≤m-ranks of uniformly (≤T ,≤M )-
preserving functions f : 2ω → [0, 1]ω are given by the Turing jump TJ?

7. A plan for the full solution

We conclude this article by proposing a recursion-theoretic strategy for solving
the Decomposability Conjecture. As we point out at the end of Section 3 it is easy to
verify that a function f : A → Y is decomposable to Σ˜ 0

k+1-measurable functions if

and only if there is some w ∈ 2ω such that for all x ∈ A is holds f(x) ≤M (x⊕w)(k).
The latter condition gives us an upper bound for the complexity of the decomposing
sets, but this is not necessarily the best possible.6

6In the case m = n = 2 we consider the Lebesgue function L : 2ω → [0, 1] from the Solecki
Dichotomy (for Baire-1 functions on closed domains) [27]. It is easy to arrange the definition of

L so that L(α) ≤M α for all α ∈ 2ω . On the other hand L is not decomposable to continuous
functions on ∆˜ 0

2 domains.
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We now give the analoguous remark taking into consideration the complexity
of the decomposing sets. Given x, y with x ≤M y let us say that e realizes that
x ≤M y if x = Φe(y).

Proposition 7.1. Let X , Y be recursively presented metric spaces, A be any subset
of X and f : A → Y be a function. Then, the following are equivalent for n ≥ k+2:

(1) The function f is decomposable to Σ˜ 0
k+1-measurable functions on ∆˜ 0

n sets.

(2) There is z ∈ 2ω such that f(x) ≤M (x ⊕ z)(k) holds for all x ∈ A, and
moreover, the preceding condition is realized by a Σ˜ 0

n-measurable function
u : A → ω.

Proof. If f(x) ≤M (x⊕z)(k) for all x ∈ A and the preceding condition is realized by
a Σ˜ 0

n-measurable function u : A → ω, we take Be := u−1[{e}] where e ∈ u[A]. This
settles the right-to-left-hand direction. (Notice that this holds also when n < k+2.)

Assume now that f is decomposable toΣ˜ 0
k+1-measurable functions on a partition

(Xi)i∈ω of ∆˜ 0
n subsets of A. Let fi be the restriction of f on Xi. Since each fi is

Σ˜ 0
k+1-measurable there is some w ∈ 2ω such that for all i ∈ ω and all x ∈ Xi we

have that fi(x) ≤M (x⊕ w)(k). Define

Bi,e := {x ∈ Xi : fi(x) = Φ(x⊕w)(k)

e }.
Clearly Xi =

∪
eBi,e. Moreover each Bi,e is a Π˜ 0

k+1 subset of Xi. Since k + 1 < n

it follows that the Bi,e’s are ∆˜ 0
n subsets of Xi. We now consider the differences

Ci,0 = Bi,0, Ci,e+1 = Bi,e+1 \
∪

k≤eBi,e so that the for all i, the sets (Ci,e)e are

pairwise disjoint ∆˜ 0
n subsets of Xi and Xi =

∪
e Ci,e. Since (Xi)i∈ω is a ∆˜ 0

n

partition of A it follows that (Ci,e)i,e is a ∆˜ 0
n partition of A as well.

We then define u : A → ω : u(x) = e, where x ∈ Ci,e. Clearly u is a Σ˜ 0
n-

measurable realizing function. ⊣

Since the existence of a Σ˜ 0
n-measurable realizing function is necessary to obtain

the decomposability to Σ˜ 0
n−m+1-measurable functions on ∆˜ 0

n sets (2 ≤ m ≤ n), it
is natural to ask if this follows from our proof. To do this we essentially need to
ask a question about the Shore-Slaman Join Theorem.

For simplicity we focus on zero-dimensional spaces. We say that u : 2ω ×2ω ⇀ ω
realizes the contrapositive form of the Shore-Slaman Join Theorem at ξ + n−m if
for all x̃, ỹ ∈ 2ω it satisfies the following:

if for all G ≥T x̃ we have that G(ξ+n−m+1) ̸≤T ỹ ⊕G (∗)
then u(x̃, ỹ) is defined and realizes that

ỹ ≤T x̃
(ξ+n−m).

Claim. Let f : A ⊆ 2ω → 2ω be a function, where A is Σ1
1, with the property

f−1Σ˜ 0
m ⊆ Σ˜ 0

n for some 2 ≤ m ≤ n. Then, there are an oracle z, an ordi-
nal ξ, and continuous functions u1, u2, u3 such that for all functions u4 which
realize the contrapositive form of the Shore-Slaman Join Theorem, the natural
u3(u4(u1(x), f(x)), u2(x)) realizes that f(x) ≤T ((x⊕ z)(ξ))(n−m) for all x ∈ A.

Proof. From Lemma 3.3 there is some z ∈ 2ω and an ordinal ξ < ωz
1 such that for all

x ∈ A we have that (f(x)⊕g)(m) ≤T (x⊕g(ξ))(n) for all g ≥T z. From the Friedberg

Inversion for every x ∈ A there is some Dx ⊆ ω such that D
(ξ)
x ≡T x ⊕ z(ξ). In

particular we have that D
(ξ+n−m)
x ≤T (x⊕ z(ξ))(n−m).
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We utilize the following results from recursion theory:

(a) There are continuous functions u1 : 2
ω → 2ω and u2 : 2

ω → ω such that for
all x ∈ 2ω we have that u1(x)

(ξ) ≡T x⊕z(ξ), u1(x) ≥T z, and u2(x) realizes
that u1(x)

(ξ+n−m) ≤T (x ⊕ z(ξ))(n−m). This follows from the proof of the
Friedberg Inversion Theorem.

(b) There is a recursive partial function u3 : ω
2 ⇀ ω such that for all A,B,C ⊆

ω if e1 realizes that A ≤T B and e2 realizes that B ≤T C then u3(e1, e2)
realizes that A ≤T C.

Going back to the proof of the Cancellation Lemma we see that the condition
(f(x) ⊕ g)(m) ≤T (x ⊕ g(ξ))(n) for all g ≥T z, is used to show that the condition
(∗) above holds for ỹ = f(x) and x̃ = u1(x). Therefore u4(u1(x), f(x)) realizes
that f(x) ≤T u1(x)

(ξ+n−m). Recall that u2(x) realizes that u1(x)
(ξ+n−m) ≤T

(x ⊕ z(ξ))(n−m). It follows that u3(u4(u1(x), f(x)), u2(x)) realizes that f(x) ≤T

(x⊕ z(ξ))(n−m). ⊣(Claim)

Let f and ui, i = 1, 2, 3, 4 be as in the preceding claim. Using the continuity of
u1, u2, u3, it follows that if the function x 7→ u4(f(x), u1(x)) is Σ˜ 0

n-measurable then
f is decomposed to Σ˜ 0

n−m+1-measurable functions on ∆˜ 0
n sets, i.e., the function

f would satisfy the conclusion of the Decomposability Conjecture. Since f is Σ˜ 0
n-

measurable it is enough to have that u4 is continuous. The latter though does not
seem to us possible, however we consider it likely that u4(x̃, ỹ) can be chosen to be
recursive in ỹ ⊕ x̃(ξ+n−m+1). We will actually ask for a small variant of this.

Question 7.2. Let k ∈ ω. Does there exist a continuous partial function τ such
that the function

uτ : Dom(τ) → ω : (x̃, ỹ) 7→ τ(x̃(ξ+k+1), ỹ)

realizes the contrapositive form of the Shore-Slaman Join Theorem at ξ + k?

Claim. If Question 7.2 has an affirmative answer then the Decomposability Con-
jecture is true (for functions in zero-dimensional spaces).

Proof. Let A be Σ1
1 and f : A → 2ω be such that f−1Σ˜ 0

m ⊆ Σ˜ 0
n. Find then some

z ∈ 2ω and ξ < ωz
1 such that (f(x) ⊕ g)(m) ≤T (x ⊕ g(ξ))(n) for all g ≥T z and all

x ∈ A. We consider continuous functions u1, u2 and u3 as above and a function τ
which answers Question 7.2 affirmatively with k = n−m. We let u4 be the function
uτ .

Then according to the preceding, the pair (f(x), u1(x)) satisfies condition (∗)
above for all x ∈ A. We claim that the function x ∈ A 7→ u4(f(x), u1(x)) is Σ˜ 0

n-
measurable. As explained above this is enough to ensure that the function f is
decomposed to Σ˜ 0

n−m+1-measurable functions on ∆˜ 0
n sets.

First we fix a recursive partial function u5 : ω ⇀ ω such that for all A,B ⊆ ω
and all e ∈ ω if e realizes that A ≤T B then u5(e) realizes that A

′ ≤T B
′. Let some

x ∈ A. Since u2(x) realizes that u1(x)
(ξ+k) ≤T (x⊕ z(ξ))(k) we have that u5(u2(x))

realizes that u1(x)
(ξ+k+1) ≤T (x⊕ z(ξ))(k+1), i.e.,

u1(x)
(ξ+k+1) = Φu5(u2(x))((x⊕ z(ξ))(k+1)).

Therefore

u4(f(x), u1(x)) = τ(f(x), u1(x)
(ξ+k+1)) = τ(f(x),Φu5(u2(x))((x⊕ z(ξ))(k+1))).



34 VASSILIOS GREGORIADES, TAKAYUKI KIHARA, AND KENG MENG NG

For all e ∈ ω the (perhaps partial) function x 7→ Φe(x ⊕ z(ξ))(k+1) is Σ˜ 0
k+2-

measurable. Since k + 2 = n −m + 2 ≤ n it follows that the preceding function
is also Σ˜ 0

n-measurable. Using the continuity of the functions τ , u5 ◦ u2, and the
fact that f is Σ˜ 0

n-measurable it follows that the function x 7→ u4(f(x), u1(x)) is
Σ˜ 0

n-measurable as well. This finishes our argument. ⊣(Claim)

The analogous to Question 7.2 can be asked about the continuous degrees. If
the answer is affirmative then with similar arguments one would be able to prove
that the Decomposability Conjecture is correct.
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