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Outline
• Target on a specific problem on point spatial entity

 Spatial relationship extraction (SIGMOD’23)
 Geospatial IR or Spatial Keyword Search (VLDB’09--SIGMOD’23)
 POI recommendations (SIGIR’13 --)

• Self-supervised learning for geospatial entity representation
 Road Network Representation for Road Network Applications (CIKM’21)
 Region Representation for Region-Level Applications (KDD’23) 
 Application of Foundation Models for Geospatial Applications 
 Efforts toward City Foundation Models.
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Our Research on Point Spatial Entity 
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Geospatial IR 
(Spatial keyword 

query)
(VLDB’09 -- )

POI / User 
recommendation

(SIGIR’13 -- )

Integrating POI with 
tweets & photos
(CIKM’17)

POI Annotation

Adam Tandez
“You know I like my chicken fried, 
cold beer on a Friday night..”

Semantic relationship extraction: 
competitiveness/complementary 
(VLDB’22) 

Entity resolution/  geospatial relationship 
extraction (WWW’22, SIGMOD’23)

Constructing knowledge graphs Extracting locations and entity linkage 
(WWW’18)

POI data 
exploration 
(SIGMOD’18)



Geospatial database

6Pasquale Balsebre, Dezhong Yao, Gao Cong, Weiming Huang, Zhen Hai: Mining Geospatial Relationships from Text. 
SIGMOD 2023



Geospatial KG
• Relationships between the entities exist and 

can be captured in a KG representation
• Knowledge Graphs are ubiquitous today and 

offer several advantages:
 Machine-readable format
 Can represent both entities and their 

relations
 Widely adopted in AI applications

• Existing geoKGs represent only coarse-
grained relationships
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Challenges

Existing algorithms for KGC are not designed to take into account the spatial 
position of the nodes
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Proposed solution

• Candidate Selection Step: Aim at identifying AOIs and nearby POIs, likely to share geospatial 
relationships

• Relation Prediction: Aim at identifying if any spatial relation exists between two entities, and which
• The KG refinement: Aim to extend and repair a KG, in order to increase both its coverage and 

correctness
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Experiments
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Spatial Keyword Query (Geographic IR)

• Take query keywords and location as input and output retrieved 
objects/documents

• Applications of spatial keyword query: 
o Geographic search engines
o location-based services
o locally targeted web advertising

(spicy, Chinese,
restaurant)

Q

Spatial Keyword Query Example on Yelp (or Meituan)
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Geospatial entity representation learning

Query keywords POI texts

…

𝑤𝑤1
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𝑤𝑤𝑙𝑙𝑞𝑞
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…
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𝑤𝑤2
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Emb
Pretrained 
Chinese 
Word2vec

Emb
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Chinese 
Word2vec

Term Interaction

Top-k mapping function

…… … …
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Attention

𝜶𝜶

Text Relevance Learning

A textual similarity score between 
the query term and the geo-
textual object

Concatenation

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑠𝑠𝑟𝑟𝑠𝑠𝑟𝑟𝑇𝑇

𝑓𝑓𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟 𝑠𝑠𝑟𝑟𝑠𝑠𝑟𝑟𝑇𝑇

𝑑𝑑𝑓𝑓𝑠𝑠𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟𝑇𝑇 𝑠𝑠𝑟𝑟𝑠𝑠𝑟𝑟𝑇𝑇

Query-dependent 
Weight Learning

Shang Liu, Gao Cong, Kaiyu Feng, Wanli Gu, Fuzheng Zhang: Effectiveness Perspectives and a Deep Relevance 
Model for Spatial Keyword Queries. SIGMOD 2023



POI recommendation
 Given a set of POIs, and a set of users each associated with a set of visited 

POIs, POI recommendation is to recommend for each user new POIs that 
are likely to be visited.
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A large number of POIs Users with different interests

POI 
recommendation

Quan Yuan, Gao Cong, Aixin Sun, Chin-Yew Lin, Nadia M. Thalmann. Category Hierarchy Maintenance: A 
Data-Driven Approach. SIGIR 2012



Other Types of  POI recommendation
Context-aware POI recommendation

• Context: time, current location. 

• E.g., Workplace + Friday Evening  Restaurant / Bar

Requirement-aware POI recommendation (w/o Group)
 E.g., Mary wants to find a restaurant to have pizza with her friend Bob at 7:00 PM 

on Friday

Predict potential visitors for a POI (for ads)
 It can help POI owners to find potential customers for marketing
 E.g., given a POI restaurant, we want to predict potential consumers who would 

visit this restaurant in the next several hours
16



A Summary
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Outline
• Target on a specific problem on point spatial entity

 Geospatial IR or Spatial Keyword Search (VLDB’09--SIGMOD’23)
 POI recommendations (SIGIR’13 --)
 Spatial relationship extraction (SIGMOD’23)

• Self-supervised learning for geospatial entity representation
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Representation Learning for Road Networks
▷ Motivation: many applications are built upon road networks, 

such as travel time estimation, traffic inference, etc.

▷ Target: derive effective representations that are robust and 
generic for downstream applications.
• Road segment-based & trajectory-based applications

time?
?

?
speed

Yile Chen, Xiucheng Li, Gao Cong, Zhifeng Bao, Cheng Long, Yiding Liu, Arun Kumar Chandran, Richard Ellison: 
Robust Road Network Representation Learning: When Traffic Patterns Meet Traveling Semantics. CIKM 2021



Challenges
▷ Common assumptions in graph learning may not hold

▷ According to homophily, inter-connected nodes are 
more similar than distant ones.  
→ dh, gh, hi, hk should be similar

▷ In reality, dh, hk (secondary roads) have less traffic 
volume than gh, hi (primary roads).



Challenges
▷ Feature uniformity

▷ Road networks in some regions share same features 
(e.g., residential area). 
→ GNN aggregation will end up with same representations

▷ de, ad, ab, be will be the same. 
→ undesirable: de should be more correlated to cd, ef.



Method - Toast
▷ Overview

▷ Traffic context-aware skip-
gram module:
• Capture traffic patterns (e.g., 

volume) to distinguish the 
discrepancies in challenge 1.

▷ Trajectory-enhanced 
Transformer module:
• Consider traveling semantics 

(e.g., transition patterns) to 
avoid feature uniformity in 
challenge 2.



Experiments
▷ Datasets:

• Road networks and trajectories from two cities

▷ Downstream applications: 
• Road label classification
• Traffic inference
• Trajectory similarity search
• Travel time estimation

Road segment-
based

Trajectory-
based



Experiments
▷ Baselines:

 Road segment representation learning
• Representative graph embedding methods: 
 Deepwalk (KDD’ 14), node2vec (KDD’ 16), GAE 

(NIPS’ 16), GraphSAGE (NIPS’ 17)  
• Road segment specific embedding methods: 
 RFN (SIGSPATIAL’ 19), IRN2Vec (SIGSPATIAL’ 19), 

HRNR (KDD’ 20)
 Trajectory representation learning

• para2vec (ICML’ 14), t2vec (ICDE’ 18)



Experiments
▷ Road segment-based application result:



Experiments

Trajectory similarity search

▷ Trajectory-based application result

Travel time estimation
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Region Spatial Entity Data 
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Region topic 
exploration

SIGMOD’16， VLDBJ

Geo-topic 
modeling
TKDE’22 

Region Detection 
(Burst region)

TKDE’22

Region Search 
KDD’18,SIGMOD’16, 
PVLDB’16,ICDE’18, 
VLDBJ’19,VLDB’22

Deep Region 
Representation

KDD’23

Applications：event 
detection

Applications：
Similar region search 
for urban planning,  
Keyword based 
search

Latent 
Regions Geograph

ical topics

Business analytics

Applications：
Region analysis, 
such as functions, 
property price, crime 
rate, populations, etc

Region 
Recommendation & 

User Mobility 
Prediction

[WSDM’17, WWW’17]



POI Trajectory

Satellite Image Street View

Data Tasks
Population Density Estimation

Land Use Inference

Model

Representations

• Urban Region Representation Learning aims at learning effective feature 
vectors for urban regions to serve various downstream tasks.

Problem of Urban Region Representation Learning

29



Our motivations

We focus on OSM buildings.
• Buildings, (or formally, building footprints), 

refer to the 2-D building polygon on the map
• size, height, type, name… 

• Building groups refers to the collection of 
buildings in a defined spatial area. 

• We use OSM road networks to partition buildings into building 
groups.An Example Building Group

(Singapore Public House)

30
Yi Li, Weiming Huang, Gao Cong, Hao Wang, and Zheng Wang. Urban Region Representation Learning with 
OpenStreetMap Building Footprints.  SIGKDD 2023



Introduction

Comparing to other data types, building 
data has advantages:

• Effectiveness

• Buildings directly carrying urban functions.

• Availability

• Buildings are readily available in OSM
Example Building Groups with 

Specific Urban Functions
31



• Heavily rely on trajectory data

Related Work

32



• Heavily rely on trajectory data

• Ignore data-sparse areas

encoded

Ignored

• Can’t adapt to multiple region 
partition schemes

Regions in Land Use Classification Regions in Population Density Estimation

Related Work

33



1. Partition the city into building groups with road network.

2. Encode building groups with POIs and regions with Transformer-based encoders.

3. Train the encoder with Group-level and Region-level contrastive learning

Method

34



Experiments

• Dataset: Singapore & New York City
• Partition=Singapore Subzone & New York Census Block

35



Land Use Inference

• Infer 5 types of land use (Residential, Industrial, Commercial, Open 
Space, Other) 

36



Population Density Inference

• Similar results in inferring the population density within regions

37



Visualization

• Cluster the building group embeddings via K-Means
• Ours are visually close to the Singapore land use ground truth
• Baseline fails.

38
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Introduction to Foundation Models

40



Foundation Models

● Closed Book Question Answering
● Machine Translation
● Common Sense Reasoning
● Reading Comprehension 
● Natural Language Inference 
● …

Various NLP Tasks

Few-shot 
Adaptation

GPT-3 (Brown et al., 2020)

● Text-to-image generation
● Image Completion
● Image Editing
● Style Transfer 
● …

Various CV TasksDALL·E 2 (Ramesh et al., 2022)

Zero-shot 
Transfer

A large task-agnostic pre-trained model which can be 
adapted via fine-tuning or few-shot/zero-shot learning 
on a wide range of domains. (Bommasani et al, 2021)

Foundation Models

Question Answering Models

Machine Translation Models

Common Sensing Reasoning Models

Reading Comprehension Models

Natural Language Inference Models

Image Classification Models

Text-to-image Generation Models

Image Editing Models

Task-Specific Models

Training specific models for 
specific tasks

Paradigm 
shift

41



Large Language Model

42

Transformer

InstructGPT
ChatGPT

2017 2023 2024

GPT-4

Image from Huggingface (https://huggingface.co/blog/large-language-models)

https://huggingface.co/blog/large-language-models
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Reinforcement LearningNatural Language Processing Computer Vision 

Gato (Reed et al. 2022)

ChatGPT/GPT-4 (OpenAI. 2023)

Stanford Alpaca 

Segment Anying (Kirillov et al, 2023) Whisper (Radford et al. 2022)

Natural Language Processing Computer Vision Reinforcement Learning

Imagen (Saharia et al. 2022)

Foundation Models in Different Domains

Signal Processing



Geospatial 
data

FOR

44
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AGI on Geospatial Problems

Health Geography – Dementia Forecast Remote Sensing – RS Image Clas.

Urban Geography

How do the existing cutting-edge foundation models perform when compared with the state-of-the-
art fully supervised task-specific models on various geospatial tasks?

Urban Function Urban Perception

Geospatial Semantics – Topo.Recg.

Gengchen Mai, Weiming Huang, et al. . On the Opportunities and Challenges of Foundation Models 
for Geospatial Artificial Intelligence. ACM TSAS 2024

https://arxiv.org/abs/2304.06798
https://arxiv.org/abs/2304.06798


Geospatial Semantics 

● Investigate the performance of  GPT-3 on some well established geospatial semantic tasks:

Typonym Recognition Location Description Recognition

*toponyms: proper names of places, also known as place names 
and geographic names.

46



GPT-3 Fewshot Learning for Geospatial Semantic Tasks

● Typonym recognition: FMs (e.g., GPT-2/3)  
consistently outperform the fully-supervised
baselines with only 8 few-shot examples

● Location Description Recognition:  GPT-3 
achieves the best Recall score across all 
methods

Typonym 
Recognition

Location 
Description 
Recognition

Task 1 & 2: Toponym Recognition & Location Description Recognition

47



Health Geography

Task 4: US County-Level Dementia Time Series Forecasting
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Urban Geography
Task 6: Street View Image-Based Urban Noise Intensity Classification

49



Remote Sensing
Task 7: Remote Sensing Image Scene Classification

50
Figure from Xia et al. (2016)



● Shortcoming of text FMs:  by design they are unable to handle other data modality, e.g., geo-
coordinates, toponym resolution/geoparsing

GPT-3 Fewshot Learning for Geospatial Semantic Tasks

Geoparsing

● The predicted coordinates are not accurate

51
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A Multimodal City FM for GeoAI
Vision: a multimodal City FM for GeoAI that use their geospatial relationships as alignments among 
different data modalities.
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Motivations of City Foundation Models
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Challenges
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Challenges

56



Attemp1: Use OpenStreetMap to Build a City Foundation 
Model

57Pasquale Balsebre, et al.  Towards City Foundation Models. On arXiv.



Attemp2: UrbanCLIP – a prompting framework for zero-shot urban 
land use inference

5858

CLIP, what is the urban 
land use reflected in 
this image?

Huang, W., Wang, J., Cong, G. Zero-shot urban function inference with 
street view images through prompting a vision-language model. 
International Journal of Geographical Information Science, in press.



Where is the 
closest hospital 
for broken leg?

…such general models lack city-specific knowledge!

LLM for conversational city search



How about developing a chatbot on the map?

This type of place queries in plain language

• Can hardly be answered by traditional keyword-based map engines
• Are conversational in nature
• Require city-specific knowledge and spatial awareness, which current general purpose LLMs lack.

LLM for conversational city search



Attemp3: LAMP: A Language Model on the Map
Knowledge about places in SG

We trained LAMP on Singapore places data, including POIs, addresses, opening hours, positions…
In this way, LAMP becomes aware of fine-grained urban places in Singapore, with a spatial sense (proximity)

Spatial awareness

Conversational capabilities

LAMP

Self-supervised 
training

Pasquale Balsebre, Weiming Huang, Gao Cong. LAMP: A Language Model on the Map. On arXiv.



LAMP: A Language Model on the Map

When queried to find a specific POI. ChatGPT and LLaMa-2 are prone to hallucinating, and create places that 
do not exist, to satisfy the user's query, often replicating the address of the user or their zip code.

hallucinated information shaded in              , and correct information in            .



LAMP: A Language Model on the Map

In some cases, GPT-4 provides places that are both relevant and existing. But such places are farther apart. In 
contrast, LAMP continues to provide nearby relevant places.

Relevant while far away information shaded in               , and correct information in            .



The left places are recommended by LAMP, while the right ones are from GPT-4.

LAMP: A Language Model on the Map



Overall, LAMP has a broad range of impacts 
in a smart city context:
• Can help users with every day's needs, 

finding places or planning a day out;
• Can increase the public services 

efficiency, e.g., find the closest 
government office for some service.

• In general, could assist urban planners 
and GIS experts in their job.

LAMP: A Language Model on the Map
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