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Abstract

The recent years have seen rapid growth in the adoption of robotics technologies. This welcoming development has led to increasingly complex applications with stringent requirements, motivating research on time-optimal motion planning and control for robots.

This thesis presents developments that extend the state-of-the-art in time-optimal motion planning and control for robots. I first revisit a classical problem in the robotic literature—computing the Time-Optimal Path Parameterization along a specified path—which was posed more than 30 years ago by Bobrow et al. [16]. The presented new approach to the problem, as suggested by experimental evaluations, outperforms existing solutions in both computational complexity and robustness. Next, I discuss an experimental case study of an industrial task: planning critically fast motions for robots transporting objects with suction cups. Experimental results suggest that by appropriately modelling of “suction cup constraints”, one can control an industrial robot at high speed (near the robot hardware speed limit) and still achieve 100% transport success rate. Finally, I discuss and present solutions to two issues that are commonly associated with the use of Time-Optimal Path Parameterizations: (i) the existence of switching points with infinite joint jerk and (ii) the poor regulation of tracking error.
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Chapter 1.

Introduction

1.1. Motivation

The recent years have seen a tremendous growth of robotic adoption in different industries. The International Federation of Robotics (IFR) reported an increase of 30% in the total number of industrial robot sales in 2017, continuing an upward trend since 2010 [60]. The main drivers of this growth are the automotive industry, the electrical/electronics industries and the metal industry [60]. The impacts of robotics, however, extend well beyond the traditionally known factories setting, penetrating other areas including logistics [19]. To name a few, Automated Guidance Vehicles [81, 126] (AGV) have been used in large warehouses [129] for autonomously moving packages in between areas or on the streets for last-mile delivery [21]; in the forthcoming years, automated bin-picking with industrial robots is expected to bring the operational throughput of warehouses [30, 85] to the next level.

Not limiting to the industrial settings that it originated from, robotics has also been recognized and hence, widely applied in other non-industrial contexts as well. For instance, looking at surveillance and rescue, legged robots such as quadrupedal robots [59, 87] and humanoids [45, 57] are currently used to provide services on difficult terrains which are inaccessible to traditional wheeled alternatives (e.g. stairs, rocks or ragged surfaces). Autonomous driving [4] is another exciting non-industrial field that has enjoyed advanced technologies that have been built upon many years of robotic research.

However, to deploy these novel robotic applications in practice, the traditional approach to robotic development does not suffice. Indeed, comparing to the traditional applications, these modern applications have become much more complex: There are challenges that render the conventional approach inadequate. Before going into details
about these challenges, let us first take a look at the conventional approach.

Traditional industrial robotic applications are relatively simple: a fixed surrounding environment with precisely known geometries in an isolated cell. Examples include pick-and-place/material handling from one fixed position to another, welding along fixed paths and assembly parts with precise position measurements. In this class of applications, engineers “teach” robots fixed motion trajectories by specifying waypoints [77], which are then executed repetitively by simple conditionals. Having the robots repeating a set of pre-defined motions is not only sufficient for these traditional applications but also advantageous, as it leads to a higher level of predictability and a lower failure rate. Nonlinear optimization (e.g. simulated annealing, genetic algorithms) can be performed offline to enhance the motion trajectories [49] with respect to certain optimization objectives and constraints.

In the modern applications, however, one can no longer assume that the external environments surrounding the robots will remain fixed. Indeed, an example is the collaborative human-robot work cells [27]; here the operator is an extremely unpredictable component of the environment. Similarly, environments such as warehouses (AGVs, pick-and-place robots) and streets (autonomous vehicles, delivery mobile robots) are both unstructured, varying and sometimes uncertain. Furthermore, many applications have non-trivial task dynamics. Consider bin picking, a challenge in this task is to respect the frictional constraints between the end-effector and the object in order to successfully and robustly transport objects. With this understanding, it is clear that the traditional approach of teaching robots manually is rather impractical for the modern applications. Additionally, in many applications, the initial and target poses of the robots are only known during execution, further emphasizing the impracticality of the manual teaching approach. At this point of writing, the alternative of computational motion planning is also not a straightforward solution for modern applications. The main reason is the computational challenges associated with handling complex and non-linear robot and task dynamics in motion planning. On top of that, the stringent requirements of low computational complexity and high robustness in industrial applications are other hurdles that need to be addressed.

The above elaboration is far from being an exhaustive list of the challenges. Indeed, deploying robotic systems that are sufficiently efficient and robust for modern applications requires breakthroughs on multiple fronts of robotics: motion planning, control, manipulation and computer vision. Motion planning and control are the main focuses of this thesis. In the following, I discuss how the challenges of modern robotic applications affect these two sub-fields in more detail:

1. Achieve high throughput while satisfying hard constraints

In many industrial tasks, the most important metric is the total throughput, e.g.
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the number of successfully picked items in bin-picking or miles travelled in au-
tonomous vehicle. This is because this metric directly correlates with the return
on investment of the robotic system. Hence, moving the robots in a time-optimal
manner, which subsequently maximizes the total throughput, is desirable.

At the same time, robotic systems need to satisfy multiple hard constraints—
constraints that lead to system failure or poor performance if violated. An ex-
ample is the motors’ joint current limits. If the robot executes a motion while
carrying a heavy payload, some motor currents might violate the respective lim-
its which, in many industrial robots, causes the control system to shutdown to
prevent further damage. Another example is the grasp stability constraint: the
contact force between the suction cup/ gripper with the object being transported
must satisfies frictional limits throughout the movements. A robot moving too
fast could violate this constraints and thus risks failing the grasp.

The key challenge is to plan the fastest or time-optimal motion that still guar-
antees constraint satisfaction. Another associated challenge is to track these
time-optimal motions, which is notoriously known to be difficult.

2. Handle complex robot and task dynamics

Robot dynamics is nonlinear, complex and generally difficult to handle compu-
tationally. Most robots consist of multiple links, which are rigid bodies, joint
together via rotational or transnational joints [116]. The dynamics of a robot
with \( n \) degree-of-freedom (joints) [79] is:

\[
M(q)\ddot{q} + \dot{q}^\top C(q)\dot{q} + g(q) = \tau,
\]

where \( M, C, g \) are matrix, third-order tensor and vector functions of the robot
physical parameters and joint position; \( q, \tau \) are respectively the joint positions
and the joint torque. The above dynamical equation is multi-dimensional, non-
linear and usually is unavailable in closed-form.

In addition, to guarantee successful execution in many tasks such as bin-picking
and legged robot locomotion, robot motions have to satisfy additional task-
specific constraints such as frictional constraints. In bin picking, the contact be-
tween the suction cup and the object might fail if the maximal frictional contact
force is insufficient to hold the object [98]. Similarly, in legged robot locomo-
tion, if frictional forces between the robot and the environment cannot support
the robot in its movement, slippage or lost of contact will occur [26], leading to
failure. To generate truly dynamic motions for these complex tasks, the motion
planner needs to account for the task constraints simultaneously with the robot’s
rigid body dynamics.

3. **Achieve high operational performance: low computational complexity and high robustness**

Computational complexity and robustness are in some sense new challenges in robotics. In a traditional robotic system, the robot mostly repeats pre-defined motions; there is very little online computation. In a modern robotic system, on the other hand, motion planning must be performed online due to the complexity of the applications. However, numerical algorithms can be slow and prone to failure. Both are detrimental to the overall performance of a robotic system, and therefore require special attention.

Most robotic tasks are cyclic: a control/task cycle consists of computational time and execution time. The benefit of using time-optimal motions can be out-weighted by the high computational cost. For instance, if the an optimal motion that lasts 1 seconds is computed in 5 seconds, it is probably better to choose a non-optimal motion that lasts 3 seconds with only 0.5 seconds of computational time. Therefore, computational cost is a critical factor that one has to account for in designing time-optimal motion planning algorithms.

In addition, a motion planning instance could fail, either because the task is physically impossible, or because of numerical issues. Both cases are undesirable, as they require manual intervention from operators or additional error recovering procedures. Ensuring that there exists at least a physically possible motion is the easier job, since industrial robots are capable of very rapid and smooth movements. On the other hand, it is much harder to ensure that a numerical algorithm always work correctly for ill-conditioned inputs.

The three aforementioned difficulties are long standing problems in robotics. In this thesis, I will present developments that seek to address them. The first contribution is an efficient and robust algorithm for computing the time-optimal path parameterization for a wide class of robots and tasks. The second contribution is an experimental case study of the challenging task of transporting objects with suction cup *critically fast*. As the third and fourth contributions, I will present analyses of two well-known issues associated with time-optimal motions in practice: infinite joint jerk at the switching points of time-optimal trajectories and poor tracking performance of time-optimal trajectories. The next section discusses each contribution in more detail.
1.2. Contributions

1.2.1. Time-Optimal Path Parameterization based on Reachability Analysis

Time-Optimal Path Parameterization (TOPP)—the problem of computing the time-optimal parameterization of a geometric path—is a classical problem in the robotic literature [16]. It is a key step in the Path-Velocity Decomposition motion planning principle [61] that is widely used in industrial robotics. There are two main families of methods to solve TOPP: Numerical Integration [16, 119, 99] and Convex Optimization [125]. Numerical Integration-based methods are fast but are difficult to implement and suffer from robustness issues. Whereas Convex Optimization-based methods are relatively more robust but significantly slower.

A contribution of this thesis is a new approach to TOPP based on Reachability Analysis [10]. The proposed algorithm achieves the best of both worlds: it is faster than Numerical Integration-based methods and as robust as Convex Optimization-based ones, as confirmed by extensive numerical evaluations. Moreover, the proposed approach offers unique additional benefits: Admissible Velocity Propagation [101] and robustness to parametric uncertainty as demonstrated in Chapter 4 and [97] can be derived in a simpler and more natural way.

1.2.2. Critically fast pick-and-place with suction cups

Pick-and-place with suction cups is a typical application of robotics, in both factories and logistic settings [30, 85]. Here, we aim to plan “critically fast” motions, which are motions that are the fastest possible for transporting an object while maintaining the object-suction cup contact throughout the motion.

The main difficulties of planning critically fast motions are: (i) accounting for the contact stability constraints that arise from maintaining the object-suction cup contact while (ii) achieving a low computational cost and a high level of robustness. To address these difficulties, the following developments were made: (a) a model for object-suction cup contacts, (b) a procedure to identify contact stability constraints, and (c) a procedure to parameterize time-optimally arbitrary geometric paths while accounting for contact stability constraints. A series of experimental evaluations demonstrates that an industrial robot, by accounting for suction cup-object contact stability constraints, can achieve 100% success rate; when contact stability constraints are not accounted for, the success rate plunges to merely 20%. The full pipeline is released as open-source for the robotics community.
1.2.3. Structure of the Time-Optimal Path Parameterization Problem with Third-Order Constraints

Time optimal motions contain switching points [84]: points at which one or multiple joints switch from maximally accelerating to maximally decelerating or vice versa. Executing time-optimal motions on industrial robots, therefore, damages the motors and causes vibrations, especially for large robotic arms [86]. Here, we approach this problem by computing time-optimal parameterizations that also account for joint jerk or torque-rate constraints.

This thesis presents an investigation on the structure of the Time-Optimal Path Parameterization problem with third-order constraints and shows that there are two major difficulties: (i) how to smoothly connect optimal profiles, and (ii) how to address singularities, which stop profile integration prematurely. Resulting from this investigation is a development of a new algorithm which addresses these two difficulties and thereby constitutes an important milestone towards an efficient computational solution to the Time-Optimal Path Parameterization with third-order constraints.

1.2.4. Time-Optimal Path Tracking via Reachability Analysis

Another issue commonly associated with time-optimal motions is the difficulty in regulating tracking error during execution. The problem lies in the bang-bang property of time-optimal motions [84]: at any moment, there is at least one saturated constraint. While this is normally inconsequential, when the saturated constraint is a joint torque limit, the robot controller is incapable of producing additional torque to regulate tracking error, hence leading to poor tracking performance.

The fourth contribution is a new solution for the Time-Optimal Path Tracking problem: design a path tracking controller (also known as path following controller [1]) that traverses the path time-optimally. Existing solutions are either unable to guarantee exponential convergence of tracking error (Online Scaling controllers [33]) or overly conservative and require hand-designed terminal sets (Model Predictive Control [40]). The proposed solution can guarantee exponential convergence of tracking error and at the same time achieve near time-optimal trajectory duration.

1.3. Outline of the Thesis

Related literature are reviewed in Chapter 2. Chapters 3, 4, 5, and 6 present the main contributions. Conclusion and perspective on future research are given in Chapter 7. A list of publications that results from this thesis can be found in Appendix A.
Chapter 2.

Literature Review

In this chapter, I review the literature related to the time-optimal path parameterization problem and discuss the position of the contributions of this thesis to this broader literature.

2.1. Path parameterization overview

In many industrial robotic systems, motion planning follows the Path-Velocity Decomposition principle, which was introduced by Kant and Zucker [61]. In this principle, one computes a joint trajectory for a robot with \( n \) degrees-of-freedom (dof) in two consecutive stages: geometric path planning and path parameterization. In geometric path planning, a path planner (e.g. RRT [69], CHOMP [132]) plans a collision-free geometric path, which is a continuous function of a scalar path position variable \( s \):

\[
q(s) \in \mathbb{R}^n, s \in [0,1].
\]

Here \( q(s) \) maps the path position \( s \) to the joint configuration of the robot. In path parameterization, a second planner retimes the geometric path by computing a time parameterization \( s(t) \in [0,1], t \in [0,T_{end}] \). This is commonly known as the path parameterization problem [16]. The composition of the geometric path \( q(s) \) and the time parameterization \( s(t) \) is the final trajectory

\[
q(t) := q(s(t)) \in \mathbb{R}^n, t \in [0,T_{end}].
\]

Robot and task constraints are handled in the path parameterization stage.

In the robotic literature, researchers have investigated path parameterization prob-
lems with various kinds of constraints. These constraints come from the need to plan motions for increasingly complex robotic systems. In the pioneering papers, Bobrow et al. [16], Shin and McKay [113], Slotine and Yang [119] considered joint torque and acceleration limits for fully-actuated robotic manipulators. Subsequently, Zlapjah [131] and Kunz and Stilman [66] considered path parameterization problems with additionally joint velocity constraint and proposed solutions. More recently, to plan motion for humanoids and redundant manipulators interacting with the environment, Pham and Stasse [100], Bobrow et al. [17], Larochelle et al. [68] investigated the joint torque bound constraint for redundantly actuated robots. Subsequently, Hauser [55], Caron et al. [26] considered constraints resulting from frictional contact such as in humanoid contacts for balancing, fast non-prehensile object transportation [78, 31] or pick-and-place with suction cup [98]. To obtain smoother motions, Debrouwere et al. [34], Pham and Pham [95], Kaserer et al. [62] investigated jerk or torque rate constraints. Recently, Pham [99] introduced a constraint class that consists of many constraints frequently occurred in practice and can be handled efficiently. This class was later extended in Chapter 3.

Researchers have also formulated path parameterization problems with different optimizing objectives. In his seminal work, Bobrow et al. [16] introduced the minimum-time criterion for computing path parameterizations. The minimum-time criterion remains the most commonly studied objective in the literature [113, 131, 99, 54, 96]. One reason is that time-optimality corresponds directly to the maximal production output. Subsequently, Shiller [109] introduced the time-energy objective and showed that by trading execution speed, smoother trajectories can be achieved. With the same goal of improving smoothness, Kyriakopoulos and Saridis [67], Bianco [13], Piazzì and Visioli [102] considered minimum-jerk (the third derivative of joint position) objective. However, minimal-jerk trajectories can be overly conservative and the high level of smoothness might not bring significant improvement to the control \(^1\). General cost functions were also considered. By discretizing the state-space and using Dynamic Programming, Shin and McKay [114] considered very general cost functions. More recently, Verscheure et al. [125] reformulates the path parameterization problem as a convex optimization problem, which naturally allow the consideration of generic convex objectives.

In subsequent sections of the chapter, we review different aspects of Time-Optimal Path Parameterization (TOPP)–the problem of computing the fastest possible time parameterization for a given geometric path without violating constraints. In particular, we first discuss different approaches to solving TOPP, including the approach proposed in this thesis (Section 2.2). Next, we discuss applications of TOPP, both as a proce-

---

\(^1\) Notice that this is different from generating trajectories with bounded jerk
2.2. Time-optimal path parameterization (TOPP): Algorithms

In the literature, there are three main approaches to TOPP that guarantee finding the optimal solution: Numerical Integration (NI), Dynamics Programming (DP) and Convex Optimization (CO). We discuss each approach in the respective order. We also discuss the non-convex optimization approach, which does not guarantee finding the optimal solution.

2.2.1. Numerical integration

Bobrow et al. [16] proved that the optimal time-parameterization consists of alternatively maximally accelerating and decelerating segments and suggested the first NI-based algorithm to solve TOPP. Around the same period, Pfeiffer and Johanni [94], Shin and McKay [113] developed other NI-based algorithms that follow the same basic principle. All of these initial NI-based algorithms involve expensive computations for finding switching points—which are points at which the velocity profile changes from maximally decelerating to maximally accelerating [16]. A development was made by Slotine and Yang [119], who classified the switch points into tangent, singular and discontinuous switch points and introduced procedures for finding them. This development leads to significant improvement in computational cost. Later on, Zlajpah [131] introduced trap regions to handle joint velocity constraints in NI-based algorithms.

These initial NI-based algorithms, however, were prone to failure in the presence of singular switch points, also known as zero-inertia points [119]. Only until recently, Kunz and Stilman [66] developed an NI-based algorithm that can handle singular switch points for robots subject to joint velocity and acceleration constraints in a reliable manner. Subsequently Pham [99] proposed a more general approach that can account for singular switch points resulting from “Second-Order Constraints”, which include joint torque bound, Zero Moment Point constraint, frictional constraint in addition to joint acceleration bounds.

The state-of-art NI-based algorithm proposed by Pham [99] is fast (terminate in
millisecond) and relatively robust (failure rate in a randomized test with 1000 trajectories is 0.1% [99]). Yet, it has two weaknesses. First, computing the switch points is difficult and numerically sensitive. While the proposed solutions [99, 66] are effective to a certain extent, this remains a major implementation difficulty as well as the main cause of failure. Second, finding the switch points and computing the Maximum Velocity Limit curve become computationally expensive for complex constraints with many inequalities [96, 98].

2.2.2. Dynamic Programming

The Dynamic Programming algorithm, discovered by Bellman [5], is among the most important tools in computer science [29], operational research [9], optimal control [121] and reinforcement learning [123]. Shin and McKay [114] were the first researchers who used Dynamic Programming to solve TOPP. They discretized uniformly the path interval $[0, s_{end}]$ and the path velocity interval into grids with finite points and applied the DP algorithm to solve the discretized problem. This approach has two advantages: simple implementation and the ability to account for general cost functions and constraints, including third-order constraints. The main disadvantage, however, is the high computational cost required to solve finely discretized instances, which are compulsory for generating high quality trajectories.

2.2.3. Convex optimization

Convex optimization [20] is a branch of mathematical programming dealing with optimization problems that have convex constraints and objectives. These problems are of special interest in many branches of engineering because “there are effective methods for solving them” [20]. Another important advantage of convex problems is that any local optimal solution is also globally optimal [20].

In 2008, Verscheure et al. [125] showed that TOPP can be formulated as a second-order cone (convex) program. With the availability and maturity of second-order cone solvers, this approach can reliably and robustly solve TOPP. The main disadvantage is computational cost, which can be order of magnitude greater than NI-based approaches. Subsequent developments by Hauser [54], Lipp and Boyd [75] further reduce computational cost. Hauser [54] proposed an iterative Linear Programming algorithm [122], which was combined with a pruning procedure to significant reduce computational cost. Recently, Nagy and Vajk [88] showed that using a special discretization scheme, the globally optimal solution is found by solving a single Linear Program.

The best computational complexity achieved by a CO-based approach at the current
point of writing is the same as solving a single Linear Program [88], whose decision
variables are the squared path velocities at each grid point. This computational com-
plexity is $O(mN^3)$ [96] where $N$ is the number of grid points and $m$ is number of
scalar constraints. Comparing to the state-of-art NI-based algorithm [99], which has
computational complexity $O(m^2N)$, this is still order of magnitude slower because
the number of gridpoints $N$ is often higher than the number of constraints $m$. This
makes CO-based algorithms inappropriate for online motion planning or as subrou-
tine to kinodynamic motion planners [101]. This thesis presents a new approach that
further lowers the computational complexity $O(m^2N)$ of [99].

2.2.4. Non-convex optimization

For arbitrary dynamic constraints and optimization objective, one can always formu-
lates TOPP as a non-convex nonlinear constrained optimization problem:

$$\min_{s(t) \in \mathcal{S}} \, f(s(t))$$

(2.1)

Here, $\mathcal{S}$ is the set of feasible velocity profiles $s(t)$ that satisfies all system constraints.
In principle, this optimization problem can be solved with nonlinear programming [8].
Several researchers have taken this approach to TOPP: Constantinescu and Croft [28],
Gasparetto and Zanotto [47, 47] proposed to represent the time parameterization as a
spline in the velocity phase plane and use the spline coefficients as the optimization
variables. The optimization objective and constraints are translated to objective and
constraints on the spline coefficients. A nonlinear constrained optimizer is then used
to solve the resulting optimization problem.

This approach is general, but has two principal disadvantages. First, there is no guar-
anteed that the solution is a globally optimal one. This is different from the CO-based
approaches that we discussed in Section 2.2.3. As a result, the quality of solutions
(which are locally optimal) depends heavily on the initial guesses, leading to incon-
sistency in motion quality. Second, non-convex optimization is time consuming and
sometimes requires manual hyper parameter tuning to achieve good results.

2.3. Time-Optimal Path Parameterization in
robotic applications

The TOPP problem has appeared in many applications of robotics and control engi-
eering, ranging from humanoid locomotion [23], robotic pick-and-place [98] to ma-
A fruitful approach to planning highly dynamic robot motions is to reformulate it as a TOPP instance. Bobrow et al. [16], McCarthy and Bobrow [84] planned motions for robots with limited joint torque transporting heavy payloads by formulating and solving TOPP. In more recent works, researchers proposed different TOPP formulations to solve the “waiter motion” problem [70, 43, 78, 31]. This problem consists in a robot, equipped with a flat plate as its end-effector, transports an object using only frictional and gravitational forces. Lertkultanon and Pham [70] included the Zero Moment Point [128] constraint in their TOPP formulation to ensure that the object does not fall. Additionally, Csorvási et al. [31], Debrouwere et al. [34] proposed to include both dry and viscous friction constraints to prevent slipping. Luo and Hauser [78] developed an iterative learning procedure to learn the coefficient of friction between the plate and the object in multiple trials. Following this line of work, in Chapter 4, I present a method to plan critically fast motions for transporting objects with suction cup by formulating and solving TOPP. Finally, it has also been demonstrated that one can plan highly dynamic motions for humanoids with frictional and balance constraints [54, 53, 100] by formulating and solving TOPP instances.

Multiple researchers have formulated TOPP instances in sub-routines of their high-level motion planning algorithms. Caron and Pham [23] proposed a Model-Predictive Control controller that solves a TOPP instance in every control cycle. Pham et al. [101] developed the Admissible Velocity Propagation (AVP) algorithm for kinodynamic motion planning [69], which grows a RRT tree [65] whose nodes are associated with reachable velocities from the initial state. AVP solves multiple TOPP instances to compute the interval of admissible velocities.

In control engineering, the fundamental idea underlying TOPP—decomposing a trajectory into the underlying geometric path and the time-parameterization—has also appeared as the path tracking problem [1, 90]. Tracking geometric paths is, in many cases, a more natural control objective than tracking trajectories [40]. Some representative applications are path tracking for autonomous vehicles [1], maglev positioning control system [90], underwater vehicles [39] and ships [36]. A discussion of the relationship between TOPP and path tracking is given in Section 2.5.

2.4. Time-Optimal Path Parameterization with third-order constraints

The methods surveyed in the Section 2.2 can handle TOPP instances with first-order constraints (e.g. velocity bounds, momentum bounds) and second-order constraints
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(e.g. joint torque bound, acceleration bounds). However, problems with third-order constraints, are much less understood. We survey some of the attempts in the literature below.

Shin and McKay [114] proposed the first approach to TOPP with third-order constraints based on Dynamic Programming. However, it was noted in [114]: “To solve the optimization problem with jerk constraints using dynamic programming, a three-dimensional grid is required...”. As a result, the computational cost significantly increases, presenting a significant obstacle to its adoption in practice. Recently, Kaserer et al. [62], Oberherber et al. [91] extended this approach. They proposed to use splines to interpolate in the two-dimensional velocity space, thereby avoiding discretizing the acceleration dimension. This approach reduces computational cost, but the final solution is not the true optimal solution.

Tarkiainen and Shiller [124] initiated the use of the Numerical Integration approach. In the seminal paper [124], they used Pontryagin’s Maximum Principle to show that, similar to TOPP with only first-order and second-order constraints, the optimal trajectory is necessarily bang-bang. At any moment, at least one constraint saturates. This result is central to the Numerical Integration-based algorithm proposed by Tarkiainen. However, this algorithm has two limitations:

- It assumed that the optimal velocity profile has a maximum-minimum-maximum jerk structure. In generally, this is only true for the simplest cases.

- Path parameterization instances often contain multiple singularities that stop numerical integrations prematurely, hence, causing failure [94]. Tarkiainen’s algorithm can not account for singularities.

In the robotic literature, there is surprisingly little research on these limitations. In 2009, Mattmüller and Gisler [82] proposed an approximate method to compute near-optimal profiles: they introduced “split points” artificially to “guide” the profiles away from singularities. While their method has the advantage of simplicity, it is sub-optimal and does not help understanding the structure of the true time-optimal solutions. Further, the points must be chosen manually, hence, requiring manual intervention for each new path. In Chapter 5, I present (i) an analysis of third-order singularities and a method to address them as well as (ii) an algorithm that can realize more general switching structures.

Dong et al. [38] developed an interesting solution to this problem. Computations are divided into two phases. In the first phase, using a Numerical Integration-based algorithm, a velocity profile that satisfies first-order and second-order constraints is computed. Necessarily this profile violates third-order constraints at certain points. In the second phase, the authors proposed to scan this velocity profile for “jerk-discontinuations”
and fix these points locally. An assumption of this algorithm is that the jerk-limited solution is similar to the one found in the first phase. However, this might not hold true in cases that third-order constraints are very restrictive.

The presence of third-order constraints also causes difficulties to optimization-based approaches: Verscheure et al. [125] showed that the resulting optimization problem is not convex. The advantages of convex optimization: global optimality, feasibility and robustness are, therefore, no longer guaranteed. Alternatively, Zhang et al. [130] approximated jerk constraint by linear functions, effectively convexified the problem. More recently, Singh and Krishna [118] proposed a representation of velocity profiles by a class of $C^\infty$ functions. This representation ensures the continuities of higher-order derivatives such as jerk, snap, etc., while still allowing for efficient solutions via convex optimization. Nonlinear non-convex programming-based approaches were proposed by several researchers [28, 12, 76, 46]. In general, velocity profiles are approximated by piece-wise polynomials. Nonlinear programming is then used to find the locally optimal polynomial coefficients. Remark that since the optimization is non-convex, there is no guarantee of global optimality.

**2.5. Time-optimal Path Tracking**

Tracking time-optimally parameterized geometric paths on a real robot is difficult. An intuitive explanation of this issue is that if the robot is lagged behind, it can never “catch up” because the reference trajectory is time-optimal. More precisely, note that time-optimal trajectories are bang-bang [84]: At any moment, the feed-forward torque of at least one joint is at the joint’s maximum or minimum limits. As a result, there is no available torque to correct tracking errors or to reject disturbances, resulting in poor tracking performance. A simple solution, therefore, is to consider a more conservative torque bounds during planning, “reserving” some torques for tracking during execution [64]. This approach has the advantage of simplicity, but the resulting motion could be conservative.

An alternative approach [33] is to modify the time-parameterization online in order to, for instance, slow down the reference trajectory to allow the robot to catch up. In fact, the reference time-parameterization is not necessarily time-optimal but can be a nominal time-parameterization [15]. Researchers have also considered the problem of purely tracking the geometric path [1, 40] without a pre-defined time-parameterization. All three problems can be classified as instances of the path tracking (also known as “Path-Following”) problem [1], which in many cases is a more natural description of the control problem, compared to trajectory tracking or set-point tracking [40]. Several applications in control engineering demonstrate this point: Autonomous ve-
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Vehicle [1], ships [36], autonomous aerial vehicles [103], underwater vehicles [39] and tower cranes [18].

An overview of Dahl and Nielsen [33]'s approach, Online Scaling, is shown in Figure 2.1. The path tracking controller consists of two sub-controllers: a path controller and a tracking controller. The path controller generates a time-parameterization \( s(t) \) (“online scaling”) by controlling the path acceleration \( \ddot{s}(t) \) online, from which a reference state \( (q_d(t), \dot{q}_d(t)) \) is computed using the relations

\[
q_d(t) = q(s(t)), \quad \dot{q}_d(t) = q'(s(t))\dot{s}(t).
\]

The tracking controller receives as input the reference state \( (q_d(t), \dot{q}_d(t)) \) and computes the tracking joint torques \( \tau \) using a computed-torque tracking control law with fixed Proportional-Derivative gains [120, 79] or a PID control law [92]. Researchers have proposed many extensions to Online Scaling. Gerelli and Bianco [50, 51, 52] developed nonlinear discrete-time filters to modify time-parameterizations online that accounts for additionally joint jerk and torque rate. Recently, Bianco and Ghilardelli [15] generalized these developments to a new controller architecture that can account for generic high-order kinematic constraints.

However, the Online Scaling controllers share a common problem: There is no guarantee that the path controller will always be able to find feasible path accelerations online. Most papers on Online Scaling recognize this issue. Dahl and Nielsen [33] proposed to use the nominal path acceleration if there is no feasible control. Bianco and Gerelli [14] asserted that: “since [the path control] bounds are online evaluated [. . .], it is not possible to guarantee [. . . that] a feasible solution exists [. . .]”. Yet, employing arbitrary controls when infeasible results in large path tracking errors, as demonstrated in the experiments in Chapter 4 and [97]. For time-optimal path tracking, this feasibility issue is even more serious, because by Pontryagin’s Maximum Principle at least one joint torque limit is saturated at any time instance.
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In the control literature, Model-Prediction Control (MPC) has been proposed to solve Path Tracking. In this approach, researchers formulated an augmented optimal control problem, whose state vector includes the robot’s state \((q, \dot{q})\) and the path controller’s state \((s, \dot{s})\) and control includes the robot’s joint torque in addition to the path acceleration command \((\tau, \ddot{s})\) [1, 40, 41]. A known advantage of MPC controllers is the ability to account for hard constraints on state and control despite the system nonlinear dynamics. Yet, the feasibility issue that Online Scaling controllers face also exist [40]. To address this issue, Faulwasser and Findeisen [40] proposed to design by hand terminal sets for the optimal control instances that are solved at each time step. The resulting closed-loop dynamics can then be proven to be exponentially stable; however, designing terminal sets by hand is tedious and most likely conservative.

In Chapter 7 of this thesis, I will present an analysis of the feasibility issue that both existing approaches, Online Scaling and MPC, face. I will show that by applying robust optimization and the idea proposed in Chapter 3, one can design automatically terminal sets based on the expected levels of uncertainty.

2.6. Summary

In this chapter, I have given a brief description of the Time-Optimal Path Parametrization problem. Subsequently I discussed the strengths and weaknesses of current state-of-art approaches, focusing specifically on the research gap and thereby potential venue for improvement. In addition I have also discussed the applications of the Time-Optimal Path Parameterization algorithms in different use contexts, the issue of third-order constraints and finally the problem of accurate trajectory tracking of time-optimally parametrized trajectories.
Chapter 3.

Time-Optimal Path Parameterization based on Reachability Analysis

3.1. Introduction

Time-Optimal Path Parameterization (TOPP) is the problem of finding the fastest way to traverse a path in the configuration space of a robot system while respecting the system constraints [16]. This classical problem has a wide range of applications in robotics. In many industrial processes (cutting, welding, machining, 3D printing, etc.) or mobile robotic applications (driverless cars, warehouse UGVs, aircraft taxiing, etc.), the robot paths may be predefined, and optimal productivity implies tracking those paths at the highest possible speed while respecting the process and robot constraints. From a conceptual viewpoint, TOPP has been used extensively as a subroutine to kinodynamic motion planning algorithms [110, 101]. Because of its practical and theoretical importances, TOPP has received considerable attention since its inception in the 1980’s.

In this chapter, we develop a new approach to TOPP based on Reachability Analysis (RA), a standard concept from control theory. The principal insight is: given an interval of squared velocities $\mathbb{I}_s$ at some position $s$ on the path, the reachable set $\mathbb{I}_{s+\Delta}$ (the set of all squared velocities at the next path position that can be reached from $\mathbb{I}_s$ following admissible controls) and the controllable set $\mathbb{I}_{s-\Delta}$ (the set of all squared velocities at the previous path position such that there exists an admissible control leading to a velocity in $\mathbb{I}_s$) can be computed quickly and robustly by solving a few small Linear Programs (LPs). By recursively computing controllable sets at discretized positions on the path, one can then extract the time-optimal parameterization in time $O(mN)$, where $m$ is the number of constraint inequalities and $N$ the discretization grid size,
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Figure 3.1.: Time-Optimal Path Parameterization by Reachability Analysis (TOPP-RA) computes the optimal parameterization in two passes. In the first pass (backward), starting from the last grid point \( N \), the algorithm computes controllable sets (red intervals) recursively. In the second pass (forward), starting now from grid point \( 0 \), the algorithm repeatedly selects the highest controls such that resulting velocities remain inside the respective controllable sets.

see Fig. 3.1 for an illustration.

As compared to Numerical Integration (NI)-based methods, the proposed approach has a better time complexity (Actual computation time is similar for problem instances with few constraints, and becomes significantly faster for instances with > 20 constraints. Note that a robot arm with joint velocity, acceleration and torque constraints can have up to 30 constraints in the TOPP problem. Most applications have more constraints.). More importantly, the proposed method is much easier to implement and has a success rate of 100%, while state-of-the-art NI-based implementations (e.g., [99]) comprise thousands of lines of code and still report failures on hard problem instances. As compared to Convex Optimization (CO)-based methods, the proposed approach enjoys the same level of robustness and ease-of-implementation while being significantly faster.

Besides the gains in implementation robustness and performance, viewing TOPP from the proposed new perspective yields the following additional benefits:

- redundantly-actuated systems can be easily handled: there is no need to project the constraints to the plane (path acceleration \( \times \) control) at each path position, as done in [54, 100];

- Admissible Velocity Propagation [101], a recent concept for kinodynamic motion planning (see Section 3.6.1 for a brief summary), can be derived “for free”;

- robustness to parametric uncertainty, e.g. uncertain coefficients of friction or uncertain inertia matrices, can be obtained readily.
More details regarding the benefits as well as definitions of relevant concepts will be given in Section 3.6.

Organization of the chapter

The rest of the chapter is organized as follows. Section 3.2 formulates TOPP in a general setting. Section 3.3 applies Reachability Analysis to the path-projected dynamics. Section 3.4 presents the algorithm to compute the time-optimal path parameterization. Section 3.5 reports extensive experimental results to demonstrate the gains in robustness and performance permitted by the new approach. Section 3.6 discusses the additional benefits mentioned previously: Admissible Velocity Propagation and robustness to parametric uncertainty. Finally, Section 3.7 offers some concluding remarks and directions for future research.

3.2. Problem formulation

3.2.1. Generalized constraints

Consider a \( n \)-dof robot system, whose configuration is denoted by a \( n \) dimensional vector \( q \in \mathbb{R}^n \). A geometric path \( P \) in the configuration space is represented as a function \( q(s) \in [0, s_{\text{end}}] \). We assume that \( q(s) \) is piece-wise \( C^2 \)-continuous. A time parameterization is a piece-wise \( C^2 \), increasing scalar function \( s : [0, T] \rightarrow [0, s_{\text{end}}] \), from which a trajectory is recovered as \( q(s(t)) \in [0, T] \).

In this chapter, we consider generalized second-order constraints of the following form [54, 100]

\[
A(q)\ddot{q} + \dot{q}^T B(q)\dot{q} + f(q) \in C(q),
\]

where

- \( A, B, f \) are continuous mappings from \( \mathbb{R}^n \) to \( \mathbb{R}^{m \times n}, \mathbb{R}^{n \times m \times n} \) and \( \mathbb{R}^m \) respectively;
- \( C(q) \) is a convex polytope in \( \mathbb{R}^m \).

Implementation remark 1. The above form is the most general in the TOPP literature to date and can account for many types of kinodynamic constraints, including velocity and acceleration bounds, joint torque bounds for fully- or redundantly-actuated robots [100], contact stability under Coulomb friction model [54, 24, 26].

Consider the equation of motion of a fully-actuated manipulator with bounded torques

\[
M(q)\ddot{q} + \dot{q}^T C(q)\dot{q} + g(q) = \tau,
\]

\[
\tau^\text{min}_i \leq \tau_i(t) \leq \tau^\text{max}_i, \quad \forall i \in [1, \ldots, n], \quad t \in [0, T],
\]
where $M, C, g$ capture respectively the mass, Coriolis and gravitational terms. This can be put in the form of Eq. (3.1) with $A := M, B := C, f := g$ and

$$C(q) := [\tau^\min_1, \tau^\max_1] \times \cdots \times [\tau^\min_n, \tau^\max_n].$$

For closed-chain manipulators with bounded torques, one can not use Eq (3.2) and (3.3) directly to form generalized second-order constraints. One method, proposed in [100], is to use the equation of motion of an open-chain manipulator obtained by cutting the closed-chain manipulator at specific joints. In particular, let $q_O$ denote the configuration of the open-chain. Suppose both chains have the same motion, [89] showed that $\tau$ is a feasible torque if

$$M_O(q_O)\ddot{q}_O + \dot{q}_O^\top C_O(q_O)\dot{q}_O + g_O(q_O) = \tau_O,$$

$$S^\top \tau = W^\top \tau_O,$$

$$\tau^\min_i \leq \tau_i(t) \leq \tau^\max_i, \ \forall i \in [1, \ldots, n], \ t \in [0, T],$$

where $S$ and $W$ are the sensitivity matrices, computed from the kinematics of the closed-chain manipulator and the selection of joints. See [89] for more details.

For legged robots, TOPP under contact-stability constraints with linearized friction cones was shown to be reducible to a generalized second-order constraint (3.1) [54, 100, 24].

If the friction cones are not linearized, then the set $C(q)$ in (3.1) is still convex, but not polytopic. The developments in the present chapter that concern reachable and controllable sets (Section 3.3) are still valid in the convex, non-polytopic case. The developments on time-optimality (Section 3.4) is however only applicable to the polytopic case.

Finally, we also consider first-order constraints of the form

$$A^v(q)q + f^v(q) \in C^v(q),$$

where the coefficients are matrices of appropriate sizes and $C^v(q)$ is a convex set. Direct velocity bounds and momentum bounds are examples of first-order constraints.

### 3.2.2. Projecting the constraints on the path

Differentiating successively $q(s)$, one has

$$\ddot{q} = q''s^2 + q'\ddot{s}, \quad (3.4)$$
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where the superscript □′ denotes differentiation with respect to the path parameter s, while the superscript □ denotes differentiation with respect to time. From now on, we shall refer to s, ˙s, ¨s as the position, velocity and acceleration respectively.

Substituting Eq. (3.4) to Eq. (3.1), one transforms generalized second-order constraints into constraints on s, ˙s, ¨s as follows

\[ a(s)\ddot{s} + b(s)\dot{s}^2 + c(s) \in C(s), \]

where (3.5)

\[ a(s) := A(q(s))q'(s), \]
\[ b(s) := A(q(s))q''(s) + q'(s)^\top B(q(s))q'(s), \]
\[ c(s) := f(q(s)), \]
\[ C(s) := C(q(s)). \]

Similarly, first-order constraints are transformed into

\[ a^v(s)\dot{s} + b^v(s) \in C^v(s), \]

where (3.6)

\[ a^v(s) := A^v(q(s))q'(s), \]
\[ b^v(s) := f^v(q(s)), \]
\[ C^v(s) := C^v(q(s)). \]

3.2.3. Path discretization

As in the CO-based approach, we divide the interval \([0, s_{\text{end}}]\) into \(N\) segments and \(N+1\) grid points

\[ 0 =: s_0, s_1 \ldots s_{N-1}, s_N := s_{\text{end}}. \]

Denote by \(u_i\) the constant path acceleration over the interval \([s_i, s_{i+1}]\) and by \(x_i\) the squared velocity \(\dot{s}_i^2\) at \(s_i\). One has the following relation

\[ x_{i+1} = x_i + 2\Delta_i u_i, \quad i = 0 \ldots N - 1, \]

where \(\Delta_i := s_{i+1} - s_i\). This relation is obtained by noting that

\[ \frac{d\dot{s}^2}{ds} = 2\dot{s} \frac{d\dot{s}}{ds} = 2\ddot{s} = 2u. \]

In the sequel, we refer to \(s_i\) as the \(i\)-stage, \(u_i\) and \(x_i\) as respectively the control and state at the \(i\)-stage. Any sequence \(x_0, u_0, \ldots, x_{N-1}, u_{N-1}, x_N\) that satisfies the linear relation (3.7) is referred to as a path parameterization.

A parameterization is \textit{admissible} if it satisfies the constraints at every points in \([0, s_{\text{end}}]\). One possible way to bring this requirement into the discrete setting is through
a collocation discretization scheme: for each position $s_i$, one evaluates the continuous constraints and requires the control and state $u_i, x_i$ to verify

$$a_i u_i + b_i x_i + c_i \in C_i,$$  \hfill (3.8)

where $a_i := a(s_i), b_i := b(s_i), c_i := c(s_i), C_i := C(s_i)$.

Since constraints (3.8) are enforced only at a finite number of points, the continuous constraints (3.5) and (3.6) are not satisfied everywhere along $[0, s_{end}]$. Therefore, it is important to characterize satisfaction errors. We show in Appendix 3.8.4 that the collocation scheme has satisfaction errors of order $O(\Delta_i)$. Appendix 3.8.4 also presents another discretization scheme with satisfaction errors of order $O(\Delta_i^2)$ but which involves more variables and constraints than the collocation scheme.

### 3.3. Reachability Analysis of the path-projected dynamics

The key to our analysis is that the “path-projected dynamics” (3.7), (3.8) is a discrete-time linear system with linear control-state inequality constraints. This observation immediately allows us to take advantage of the set-membership control problem studied in the Model Predictive Control (MPC) literature [63, 10, 104].

#### 3.3.1. Admissible states and controls

We first need some definitions. Denote the $i$-stage set of admissible control-state pairs by

$$\Omega_i := \{(u, x) \mid a_i u + b_i x + c_i \in C_i\}.$$  

One can see $\Omega_i$ as the projection of $C_i$ on the $(\dot{s}, \ddot{s})$ plane [54]. Since $C_i$ is a polytope, $\Omega_i$ is a polygon. Algorithmically, the projection can be obtained by, e.g., the recursive expansion algorithm [22].

Next, the $i$-stage set of admissible states is the projection of $\Omega_i$ on the second axis

$$\mathcal{X}_i := \{x \mid \exists u : (u, x) \in \Omega_i\}.$$  

The $i$-stage set of admissible controls given a state $x$ is

$$\mathcal{U}_i(x) := \{u \mid (u, x) \in \Omega_i\}.$$  

\footnote{This limitation is not specific to the proposed approach as all NI-based and CO-based algorithms require discretization at some stages.}
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Note that, since \( \Omega_i \) is convex, both \( \mathcal{X}_i \) and \( \mathcal{U}_i(x) \) are intervals.

Classic terminologies in the TOPP literature (e.g., Maximum Velocity Curve, \( \alpha \) and \( \beta \) acceleration fields) can be conveniently expressed using these definitions. See the first part of Appendix 3.8.1 for more details.

Implementation remark 2. For redundantly-actuated manipulators and legged robots with contact-stability constraints, both NI-based and CO-based algorithms must compute \( \Omega_i \) at each discretized position \( i \) along the path, which is costly. Our proposed approach avoids performing this 2D projection: instead, it will only require a few 1D projections per discretization step. Furthermore, each of these 1D projections amounts to a pair of LPs and can be performed extremely quickly.

3.3.2. Reachable sets

A key notion in Reachability Analysis is the \( i \)-stage reachable set.

**Definition 1** (\( i \)-stage reachable set). Consider a set of starting states \( \mathbb{I}_0 \). The \( i \)-stage reachable set \( \mathcal{L}_i(\mathbb{I}_0) \) is the set of states \( x \in \mathcal{X}_i \) such that there exist a state \( x_0 \in \mathbb{I}_0 \) and a sequence of admissible controls \( u_0, \ldots, u_{i-1} \) that steers the system from \( x_0 \) to \( x \).

To compute the \( i \)-stage reachable set, one needs the following intermediate representation.

**Definition 2** (Reach set). Consider a set of states \( \mathbb{I} \). The reach set \( \mathcal{R}_i(\mathbb{I}) \) is the set of states \( x \in \mathcal{X}_{i+1} \) such that there exist a state \( \hat{x} \in \mathbb{I} \) and an admissible control \( u \in \mathcal{U}_i(\hat{x}) \) that steers the system from \( \hat{x} \) to \( x \), i.e.,

\[
x = \hat{x} + 2\Delta_i u.
\]

Implementation remark 3. Let us note \( \Omega_i(\mathbb{I}) := \{(u, \hat{x}) \in \Omega_i \mid \hat{x} \in \mathbb{I}\} \). If \( \mathbb{I} \) is convex, then \( \Omega_i(\mathbb{I}) \) is convex as it is the intersection of two convex sets. Next, \( \mathcal{R}_i(\mathbb{I}) \) can be seen as the intersection of the projection of \( \Omega_i(\mathbb{I}) \) onto a line and the interval \( \mathcal{X}_{i+1} \). Thus, \( \mathcal{R}_i(\mathbb{I}) \) is an interval, hence defined by its lower and upper bounds \( (x^-, x^+) \), which can be computed as follows

\[
x^- := \min_{(u, \hat{x}) \in \Omega_i(\mathbb{I}), x^- \in \mathcal{X}_{i+1}} (\hat{x} + 2\Delta_i u),
\]

\[
x^+ := \max_{(u, \hat{x}) \in \Omega_i(\mathbb{I}), x^+ \in \mathcal{X}_{i+1}} (\hat{x} + 2\Delta_i u).
\]

Since \( \Omega_i(\mathbb{I}) \) is a polygon, the above equations constitute two LPs. Note finally that
there is no need to compute explicitly $\Omega_i(\mathbb{I})$, since one can write directly

$$x^+ := \max_{(u, \tilde{x}) \in \mathbb{R}^2} (\tilde{x} + 2\Delta_i u),$$

subject to: $a_i u + b_i \tilde{x} + c_i \in \mathcal{C}_i, \tilde{x} \in \mathbb{I}$ and $x^+ \in \mathcal{X}_{i+1}$,

and similarly for $x^-$. ♦

The $i$-stage reachable set can be recursively computed by

$$L_0(\mathbb{I}_0) = \mathbb{I}_0 \cap \mathcal{X}_0,$$

$$L_i(\mathbb{I}_0) = \mathcal{R}_{i-1}(L_{i-1}(\mathbb{I}_0)).$$

(3.9)

**Implementation remark 4.** If $\mathbb{I}_0$ is an interval, then by recursion and by application of Implementation remark 3, all the $L_i$ are intervals. Each step of the recursion requires solving two LPs for computing $\mathcal{R}_{i-1}(L_{i-1}(\mathbb{I}_0))$. Therefore, $L_i$ can be computed by solving $2i + 2$ LPs.

The $i$-stage reachable set may be empty, which implies that the system cannot evolve without violating constraints: the path is not time-parameterizable. One can also note that

$$L_i(\mathbb{I}_0) = \emptyset \implies \forall j \geq i, L_j(\mathbb{I}_0) = \emptyset.$$

### 3.3.3. Controllable sets

Controllability is the dual notion of reachability, as made clear by the following definitions.

**Definition 3 (i-stage controllable set).** Consider a set of desired ending states $\mathbb{I}_N$. The $i$-stage controllable set $\mathcal{K}_i(\mathbb{I}_N)$ is the set of states $x \in \mathcal{X}_i$ such that there exist a state $x_N \in \mathbb{I}_N$ and a sequence of admissible controls $u_i, \ldots, u_{N-1}$ that steers the system from $x$ to $x_N$.

The dual notion of “reach set” is that of “one-step” set.

**Definition 4 (One-step set).** Consider a set of states $\mathbb{I}$. The one-step set $\mathcal{Q}_i(\mathbb{I})$ is the set of states $x \in \mathcal{X}_i$ such that there exist a state $\tilde{x} \in \mathbb{I}$ and an admissible control $u \in \mathcal{U}_i(x)$ that steers the system from $x$ to $\tilde{x}$, i.e.

$$\tilde{x} = x + 2\Delta_i u.$$

The $i$-stage controllable set can now be computed recursively by

$$\mathcal{K}_N(\mathbb{I}_N) = \mathbb{I}_N \cap \mathcal{X}_N,$$

$$\mathcal{K}_i(\mathbb{I}_N) = \mathcal{Q}_i(\mathcal{K}_{i+1}(\mathbb{I}_N)).$$

(3.10)
Implementation remark 5. Similar to Implementation remark 4, every one-step set \( Q_i(I) \) is an interval, whose lower and upper bounds \((x^-, x^+)\) can be computed as follows

\[
x^+ := \max_{(u,x) \in \mathbb{R}^2} x,
\]

subject to: \( a_i u + b_i x + c_i \in C_i \) and \( x + 2\Delta_i u \in I \),

and similarly for \( x^- \). Thus, computing the \( i \)-stage controllable set will require solving \( 2(N - i) + 2 \) LPs.

The \( i \)-stage controllable set may be empty, in that case, the path is not time-parameterizable.

One also has

\[
K_i(I_N) = \emptyset \implies \forall j \leq i, \ K_j(I_N) = \emptyset.
\]

3.4. TOPP by Reachability Analysis

3.4.1. Algorithm

Armed with the notions of reachable and controllable sets, we can now proceed to solving the TOPP problem. The Reachability-Analysis-based TOPP algorithm (TOPP-RA) is given in Algorithm 1 below and illustrated in Fig. 3.1.

Algorithm 1: TOPP-RA

Input: Path \( \mathcal{P} \), starting and ending velocities \( \dot{s}_0, \dot{s}_N \)
Output: Parameterization \( x^*_0, u^*_0, \ldots, u^*_{N-1}, x^*_N \)
/* Backward pass: compute the controllable sets */
1 \( \mathcal{K}_N := \{ \dot{s}_N^2 \} \)
2 for \( i \in [N - 1 \ldots 0] \) do
3 \hspace{1em} \( \mathcal{K}_i := Q_i(\mathcal{K}_{i+1}) \)
4 if \( \mathcal{K}_0 = \emptyset \) or \( \dot{s}_0^2 \notin \mathcal{K}_0 \) then
5 \hspace{1em} return Infeasible
/* Forward pass: select controls greedily */
6 \( x^*_0 := \dot{s}_0^2 \)
7 for \( i \in [0 \ldots N - 1] \) do
8 \hspace{1em} \( u^*_i := \max u, \text{ subject to: } x^*_i + 2\Delta_i u \in \mathcal{K}_{i+1} \) and \( (u, x^*_i) \in \Omega_i \)
9 \hspace{1em} \( x^*_{i+1} := x^*_i + 2\Delta_i u^*_i \)

The algorithm proceeds in two passes. The first pass goes backward: it recursively computes the controllable sets \( \mathcal{K}_i(\{\dot{s}_N^2\}) \) given the desired ending velocity \( \dot{s}_N \), as described in Section 3.3.3. If any of the controllable sets is empty or if the starting state \( \dot{s}_0^2 \) is not contained in the 0-stage controllable set, then the algorithm reports failure.

Otherwise, the algorithm proceeds to a second, forward, pass. Here, the optimal states and controls are constructed greedily: at each stage \( i \), the highest admissible
control such that the resulting next state belongs to the \((i + 1)\)-stage controllable set is selected.

Note that one can construct a “dual version” of TOPP-RA as follows: (i) in a forward pass, recursively compute the \(i\)-stage reachable sets, \(i \in [0, \ldots, N]\); (ii) in a backward pass, greedily select, at stage \(i\), the lowest control such that the previous state belongs to the \((i - 1)\)-stage reachable set.

In the following sections, we show the correctness and optimality of the algorithm and give a detailed complexity analysis.

### 3.4.2. Correctness of TOPP-RA

We show that TOPP-RA is correct in the sense of the following theorem.

**Theorem 1.** Consider a discretized TOPP instance. TOPP-RA returns an admissible parameterization solving that instance whenever one exists, and reports **Infeasible** otherwise.

**Proof.** (1) We first show that, if TOPP-RA reports **Infeasible**, then the instance is indeed not parameterizable. By contradiction, assume that there exists an admissible parameterization \(\dot{s}^2_0 = x_0, u_0, \ldots, u_{N-1}, x_N = \dot{s}^2_N\). We now show by backward induction on \(i\) that \(\mathcal{K}_i\) contains at least \(x_i\).

**Initialization:** \(\mathcal{K}_N\) contains \(x_N\) by construction.

**Induction:** Assume that \(\mathcal{K}_i\) contains \(x_i\). Since the parameterization is admissible, one has \(x_i = x_{i-1} + 2\Delta_i u_{i-1}\) and \((u_{i-1}, x_{i-1}) \in \Omega_{i-1}\). By definition of the controllable sets, \(x_{i-1} \in \mathcal{K}_{i-1}\).

We have thus shown that none of the \(\mathcal{K}_i\) is empty and that \(\mathcal{K}_0\) contains at least \(x_0 = \dot{s}^2_0\), which implies that TOPP-RA cannot report **Infeasible**.

(2) Assume now that TOPP-RA returns a sequence \((x_0^*, u_0^*, \ldots, u_{N-1}^*, x_N^*)\). One can easily show by forward induction on \(i\) that the sequence indeed constitutes an admissible parameterization that solves the instance.

### 3.4.3. Asymptotic optimality of TOPP-RA

We show the following result: as the discretization step size goes to zero, the traversal time of the parameterization returned by TOPP-RA converges to the optimal value.

Unsurprisingly, the main difficulty in proving asymptotic optimality comes from the existence of zero-inertia points [94, 112, 99]. Note however that this difficulty does not affect the robustness or the correctness of the algorithm.

To avoid too many technicalities, we make the following assumption.
**Assumption 1** (and definition). There exist piece-wise \( C^1 \)-continuous functions \( \tilde{a}(s), \tilde{b}(s), \tilde{c}(s) \) such that for all \( i \in \{0, \ldots, N\} \), the set of admissible control-state pairs is given by

\[
\Omega_i = \{(u, x) \mid u\tilde{a}(s_i) + x\tilde{b}(s_i) + \tilde{c}(s_i) \leq 0\}.
\]

Augment \( \tilde{a}, \tilde{b}, \tilde{c} \) into \( \bar{a}, \bar{b}, \bar{c} \) by adding two inequalities that express the condition \( x + 2\Delta_i u \in K_{i+1} \). The set of admissible and controllable control-state pairs is then given by

\[
\Omega_i \cap (\mathbb{R} \times K_i) = \{(u, x) \mid u\bar{a}(s_i) + x\bar{b}(s_i) + \bar{c}(s_i) \leq 0\}.
\]

The above assumption is easily verified in the canonical case of a fully-actuated manipulator subject to torque bounds tracking a smooth path. It allows us to next conveniently define zero-inertia points.

**Definition 5** (Zero-inertia points). A point \( s^* \) constitutes a zero-inertia point if there is a constraint \( k \) such that \( \bar{a}(s^*)[k] = 0 \).

We have the following theorem, whose proof is given in Appendix 3.8.2 (to simplify the notations, we consider uniform step sizes \( \Delta_0 = \cdots = \Delta_{N-1} = \Delta \)).

**Theorem 2.** Consider a TOPP instance without zero-inertia points. There exists a \( \Delta_{\text{thr}} \) such that if \( \Delta < \Delta_{\text{thr}} \), then the parameterization returned by TOPP-RA is optimal.

The key hypothesis of this theorem is that there is no zero-inertia points. In practice, however, zero-inertia points are unavoidable and in fact constitute the most common type of switch points [99]. The next theorem, whose proof is given in Appendix 3.8.3, establishes that the sub-optimality gap converges to zero with step size.

**Theorem 3.** Consider a TOPP instance with a zero-inertia point at \( s^* \). Denote by \( J^* \) the cost of the parameterization returned by TOPP-RA \( \sum_{i=0}^{N+1} \frac{\Delta}{\sqrt{x_i^2}} \) and by \( J^\dagger \) the minimum cost at the same step size. Then one has

\[
J^* - J^\dagger = O(\Delta).
\]

This theorem implies that, by reducing the step size, the cost of the parameterization returned by TOPP-RA can be made arbitrarily close to the minimum cost.

### 3.4.4. Complexity analysis

We now perform a complexity analysis of TOPP-RA and compare it with NI and CO-based methods. For simplicity, we shall restrict the discussion to fully-actuated manipulators (the redundantly-actuated case actually brings an additional advantage to TOPP-RA, see Implementation remark 3).
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Assume that there are \( m \) constraint inequalities and that the path discretization grid size is \( N \). As a large part of the computation time is devoted to solving LPs, we need a good estimate of the practical complexity of this operation. Consider a LP with \( \nu \) optimization variables and \( m \) inequality constraints. Different LP methods (ellipsoidal, simplex, active sets, etc.) have different complexities. For the purpose of this section, we consider the best practical complexity, which is realized by the simplex method, in \( O(\nu^2m) \) [20].

- **TOPP-RA**: The LPs considered here have 2 variables and \( m + 2 \) inequalities. Since one needs to solve \( 3N \) such LPs, the complexity of TOPP-RA is \( O(mN) \).

- **Numerical integration approach**: The dominant component of this approach, in terms of time complexity, is the computation of the Maximum Velocity Curve (MVC). In most TOPP-NI implementations to date, the MVC is computed, at each discretized path position, by solving \( O(m^2) \) second-order polynomials [16, 94, 119, 112, 99], which results in an overall complexity of \( O(m^2N) \).

- **Convex optimization approach**: This approach formulates the TOPP problem as a single large convex optimization program with \( O(N) \) variables and \( O(mN) \) inequality constraints. In the fastest implementation we know of, the author solves the convex optimization problem by solving a sequence of linear programs (SLP) with the same number of variables and inequalities [54]. Thus, the time complexity of this approach is \( O(KmN^3) \), where \( K \) is the number of SLP iterations.

This analysis shows that TOPP-RA has the best theoretical complexity. The next section experimentally assesses this observation.

3.5. Simulations

We implement TOPP-RA in Python. All LPs are solved with qpOASES [42]. Experiments were performed on a machine running Ubuntu with an Intel i7-4770(8) 3.9GHz CPU and 8Gb RAM. The implementation and test cases are available at https://github.com/hungpham2511/toppra.

3.5.1. Experiment 1: Pure joint velocity and acceleration bounds

In this experiment, we compare TOPP-RA against TOPP-NI – the fastest known implementation of TOPP, which is based on the NI approach [99]. For simplicity, we
3.5. Simulations

consider pure joint velocity and acceleration bounds, which involve the same difficulty as any other types of kinodynamic constraints, as far as TOPP is concerned.

Effect of the number of constraint inequalities

We considered random geometric paths with varying dimensions \( n \in [2, 60] \). Each path was generated as follows: 5 random waypoints were sampled, then interpolated by cubic spline interpolation. For each path, velocity and acceleration bounds were also randomly chosen such that the bounds contain zero. This ensures that all generated TOPP instances are feasible. Each instance thus has \( m = 2n + 2 \) constraint inequalities: \( 2n \) inequalities corresponding to acceleration bounds (no pruning was applied, contrary to [54]) and \( 2 \) inequalities corresponding to velocity bounds (the joint velocity bounds could be immediately pruned into one lower and one upper bound on \( \dot{s}^2 \)). According to the complexity analysis of Section 3.4.4, we consider the number of inequalities, rather than the dimension, as independent variable. Finally, the discretization grid size was chosen as \( N = 500 \).

Fig. 3.2 shows the time-parameterizations and the resulting trajectories produced by TOPP-RA and TOPP-NI on an instance with \((n = 6, m = 14)\). One can observe that the two algorithms produced nearly identical results, hinting at the correctness of TOPP-RA.
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Figure 3.2.: Time-optimal parameterization of a 6-dof path under velocity and acceleration bounds \((m = 14\) constraint inequalities and \(N = 500\) grid points). TOPP-RA and TOPP-NI produce nearly identical results. (A): joint velocities. (B): joint accelerations. (C): velocity profiles in the \((s, \dot{s})\) plane. Note the small chattering in the joint accelerations produced by TOPP-NI, which is an artifact of the integration process. This chattering is absent from the TOPP-RA profiles.

Fig. 3.3 shows the computation time for TOPP-RA and TOPP-NI, excluding the “setup” and “extract trajectory” steps (which takes much longer in TOPP-NI than in
TOPP-RA). The experimental results confirm our theoretical analysis in that the complexity of TOPP-RA is in linear in $m$ while that of TOPP-NI is quadratic in $m$. In terms of actual computation time, TOPP-RA becomes faster than TOPP-NI as soon as $m \geq 22$.

Perhaps even more importantly than mere computation time, TOPP-RA was extremely robust: it maintained 100% success rate over all instances, while TOPP-NI struggled with instances with many inequality constraints ($m \geq 40$), see Fig. 3.4. Since all TOPP instances considered here were feasible, an algorithm failed when it failed to return a parameterization.

Table 3.1 reports the different components of the computation time. In addition to TOPP-RA and TOPP-NI, we considered TOPP-RA-intp. This variant of TOPP-RA employs the first-order interpolation scheme (see Appendix 3.8.4) to discretize the constraints, instead of the collocation scheme introduced in Section 3.2.3.
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Figure 3.3.: Solve time per grid point of TOPP-RA (solid blue) and TOPP-NI (solid orange), excluding the “setup” and “extract trajectory” steps, as a function of the number of constraint inequalities. Confirming our theoretical complexity analysis, time complexity of TOPP-RA is linear in the number of constraint inequalities $m$ (linear fit in dashed green), while that of TOPP-NI is quadratic in $m$ (quadratic fit in dashed red). In terms of actual computation time, TOPP-RA becomes faster than TOPP-NI as soon as $m \geq 30$.

**Effect of discretization grid size**

Discretization grid size (or its inverse, discretization step) is an important parameter for both TOPP-RA and TOPP-NI as it affects running time, success rate and solution quality, as measured by constraint satisfaction error and sub-optimality. Here, we assess the effect of grid size on success rate and solution quality. Remark that, based on our complexity analysis in Section 3.4.4, running time depends linearly on grid size in both algorithms.
Table 3.1.: Breakdown of TOPP-RA, TOPP-RA-intp and TOPP-NI total computation time to parameterize a path discretized with $N = 500$ grid points, subject to $m = 30$ inequalities.

<table>
<thead>
<tr>
<th>Time (ms)</th>
<th>TOPP-RA</th>
<th>TOPP-RA-intp</th>
<th>TOPP-NI</th>
</tr>
</thead>
<tbody>
<tr>
<td>setup</td>
<td>1.0</td>
<td>1.5</td>
<td>123.6</td>
</tr>
<tr>
<td>solve TOPP</td>
<td>26.1</td>
<td>29.1</td>
<td>28.3</td>
</tr>
<tr>
<td>backward pass</td>
<td>16.5</td>
<td>19.9</td>
<td></td>
</tr>
<tr>
<td>forward pass</td>
<td>9.6</td>
<td>9.2</td>
<td></td>
</tr>
<tr>
<td>extract trajectory</td>
<td>2.7</td>
<td>2.7</td>
<td>303.4</td>
</tr>
<tr>
<td>total</td>
<td>29.8</td>
<td>33.3</td>
<td>455.3</td>
</tr>
</tbody>
</table>

Figure 3.4.: Success rate for TOPP-RA and TOPP-NI. TOPP-RA enjoys consistently 100% success rate while TOPP-NI reports failure for more complex problem instances ($m \geq 40$).
We considered different grid sizes $N \in [100, 1000]$. For each grid size, we generated and solved 100 random TOPP instances; each instance consists of a random path with $n = 14$ subject to random kinematic constraints, as in the previous experiment. Fig. 3.5-A shows success rates versus grid sizes. One can observe that TOPP-RA and TOPP-RA-intp maintained 100% success rate across all grid sizes, while TOPP-NI reported two failures at $N = 100$ and $N = 1000$.

Next, to measure the effect of grid size on solution quality, we looked at the relative greatest constraint satisfaction errors, defined as the ratio between the errors, whose definition is given in Appendix 3.8.4, and the respective bounds. For each instance, we sampled the resulting trajectories at 1 ms and computed the greatest constraint satisfaction errors by comparing the sampled joint accelerations and velocities to their respective bounds. Then, we averaged instances with the same grid size to obtain the average error for each $N$.

Fig. 3.5-B shows the average relative greatest constraint satisfaction errors of the
three algorithms with respect to grid size. One can observe that TOPP-RA and TOPP-NI had constraint satisfaction errors of the same order of magnitude for $N < 500$, while TOPP-RA demonstrated better quality for $N \geq 500$. TOPP-RA-intp produced solutions with much higher quality. This result confirms our error analysis of different discretization schemes in Appendix 3.8.4 and demonstrates that the interpolation discretization scheme is better than the collocation scheme whenever solution quality is concerned.

Fig. 3.5-C shows the average difference between the costs of solutions returned by TOPP-RA and TOPP-RA-intp with the true optimal cost, which was approximated by running TOPP-RA-intp with grid size $N = 10000$. One can observe that both algorithms are asymptotically optimal. Even more importantly, the differences were relatively small even at coarse grid sizes.

3.5.2. Experiment 2: Legged robot in multi-contact

Here we consider the TOPP problem for a 50-dof legged robot subject to joint torque bounds and contact stability constraints with linearized friction cones.

**Formulation**

We now give a brief description of our formulation, for more details, refer to [54, 100]. Let $w_i$ denote the net contact wrench (force-torque pair) exerted on the robot by the $i$-th contact at point $p_i$. Using the linearized friction cone, one obtains the set of feasible wrenches as a polyhedral cone

$$\{ w_i \mid F_i w_i \leq 0 \},$$

for some matrix $F_i$. This matrix can be found using the Cone Double Description method [44, 26]. Combining with the equation governing rigid-body dynamics, one obtains the full dynamic feasibility constraint as follows

$$M(q)\ddot{q} + \dot{q}^T C(q)\dot{q} + g(q) = \tau + \sum_{i=1,2} J_i(q)^T w_i,$$

$$F_i w_i \leq 0,$$

$$\tau_{\min} \leq \tau \leq \tau_{\max},$$

where $J_i(q)$ is the wrench Jacobian. The convex set $C(q)$ in Eq. (3.1) can now be identified as a multi-dimensional polyhedron.

We considered a simple swaying motion: the robot stands with both feet lie flat on two uneven steps and shift its body back and forth, see Fig. 3.6. The coefficient of fric-
tion was set to $\mu = 0.5$. Start and end path velocities were set to zero. Discretization grid size was $N = 100$. The number of constraint inequalities was $m = 242$.
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**Figure 3.6.** Time-parameterization of a legged robot trajectory under joint torque bounds and multi-contact friction constraints. (A): Snapshots of the re-timed motion. (B): Optimal velocity profile computed by TOPP-RA (blue) and upper and lower limits of the controllable sets (dashed red). (C): The optimal joint torques and contact forces are obtained “for free” as slack variables of the optimization programs solved in the forward pass. Net contact forces for the left foot are shown in colors and those for the right foot are shown in transparent lines.

**Results**

Excluding computations of dynamic quantities, TOPP-RA took $267\text{ms}$ to solve the TOPP instance. The parameterization is shown in Fig. 3.6. Computation time is given in Table 3.2.

 Compared to TOPP-NI and TOPP-CO, TOPP-RA had significantly better computation time, chiefly because both existing methods require an expensive polytopic projection step. Indeed, [54] reported projection time of $2.4\text{s}$ for a similar sized problem, which is significantly more expensive than TOPP-RA computation time. Notice that
in [54], computing the parameterization takes an addition $2.46 \, s$ which leads to a total computation time of $4.86 \, s$.

To make a more accurate comparison, we implement the pipeline given in [100] to solve the TOPP instance

1. project the constraint polyhedron $C_i$ onto the path using Bretl’s polygon recursive expansion algorithm [22];

2. parameterize the resulting problem using TOPP-NI.

This pipeline turned out to be much slower than TOPP-RA. We found that the number of LPs the projection step solved was nearly 8 times the number of LPs solved by TOPP-RA (which is fixed at $3N = 300$). For a more detailed comparison of computation time and parameters of the LPs, refer to Table 3.2.

### Obtaining joint torques and contact forces “for free”

Another interesting feature of TOPP-RA is that the algorithm can optimize and obtain joint torques and contact forces “for free” without additional processing. Concretely, since joint torques and contact forces are slack variables, one can simply store the optimal slack variable at each step and obtain a trajectory of feasible torques and forces. To optimize the torques and forces, we can modify the $i$-th step of the forward pass to solve the following quadratic program (QP)

$$\begin{align*}
\min & \quad -u + \epsilon \| (w, \tau) \|_2^2 \\
\text{s.t.} & \quad x = x_i \\
& \quad (u, x) \in \Omega_i \\
& \quad x + 2\Delta_i u \in K_{i+1},
\end{align*}$$

where $\epsilon$ is a positive scalar. Recall that $w$ denotes the contact wrenches and $\tau$ denotes the joint torques. Figure 3.6’s lower plot shows computed contact wrench for the left leg. We note that both existing approaches, TOPP-NI and TOPP-CO are not able to produce joint torques and contact forces readily as they “flatten” the constraint polygon in the projection step.

In fact, the above formulation suggests that time-optimality is simply a specific objective cost function (linear) of the more general family of quadratic objectives. Therefore, one can in principle depart from time-optimality in favor of more realistic objective such as minimizing torque while maintaining a certain nominal velocity.
As follow
\[
\begin{align*}
\min & \quad \| x_i + 2\Delta_i u - x_{\text{norm}} \|_2^2 + \epsilon \| (w, \tau) \|_2^2 \\
\text{s.t.} & \quad x = x_i \\
& \quad (u, x) \in \Omega_i \\
& \quad x + 2\Delta_i u \in K_{i+1}.
\end{align*}
\]

Finally, we observed that the choice of path discretization scheme has noticeable effects on both computational cost and quality of the result. In general, TOPP-RA-intp produced smoother trajectories and better (lower) constraint satisfaction error at the cost of longer computation time. On the other hand, TOPP-RA was faster but produced trajectories with jitters \(^2\) near dynamic singularities [99] and had higher constraint satisfaction error.

Table 3.2.: Computation time (ms) and internal parameters comparison between TOPP-RA, TOPP-RA-intp and TOPP-NI in Experiment 2.

<table>
<thead>
<tr>
<th></th>
<th>TOPP-RA</th>
<th>TOPP-RA-intp</th>
<th>TOPP-NI</th>
</tr>
</thead>
<tbody>
<tr>
<td>comp. dynamic quantities</td>
<td>181.6</td>
<td>193.6</td>
<td>281.6</td>
</tr>
<tr>
<td>polytopic projection</td>
<td>0.0</td>
<td>0.0</td>
<td>3671.8</td>
</tr>
<tr>
<td>solve TOPP</td>
<td>267.0</td>
<td>1619.0</td>
<td>335.0</td>
</tr>
<tr>
<td>extract trajectory</td>
<td>3.0</td>
<td>3.0</td>
<td>210.0</td>
</tr>
<tr>
<td>total</td>
<td>451.6</td>
<td>1815.6</td>
<td>4497.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>TOPP-RA</th>
<th>TOPP-RA-intp</th>
<th>TOPP-NI</th>
</tr>
</thead>
<tbody>
<tr>
<td>joint torques / contact forces avail.</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>
3.6. Additional benefits of TOPP by Reachability Analysis

3.6.1. Admissible Velocity Propagation

Admissible Velocity Propagation (AVP) is a recent concept for kinodynamic motion planning [101]. Specifically, given a path and an initial interval of velocities, AVP returns exactly the interval of all the velocities the system can reach after traversing the path while respecting the system kinodynamic constraints. Combined with existing geometric path planners, such as RRT [65], this can be advantageously used for kinodynamic motion planning: at each tree extension in the configuration space, AVP can be used to guarantee the eventual existence of admissible path parameterizations.

Suppose that the initial velocity interval is $I_0$. It can be immediately seen that, what is computed by AVP is exactly the reachable set $L_N(I_0)$ (cf. Section 3.3.2). Furthermore, what is computed by AVP-Backward [70] given a desired final velocity interval $I_N$ is exactly the controllable set $K_0(I_N)$ (cf. Section 3.3.3). In terms of complexity, $R_N(I_0)$ and $K_0(I_N)$ can be found by solving respectively $2N + 2$ and $2N + 2$ LPs. We have thus re-derived the concept of AVP at no cost.

3.6.2. Robustness to parametric uncertainty

In most works dedicated to TOPP, including the development of the present chapter up to this point, the parameters appearing in the dynamics equations and in the constraints are supposed to be exactly known. In reality, those parameters, which include inertia matrices or payloads in robot manipulators, or feet positions or friction coefficients in legged robots, are only known up to some precision. An admissible parameterization for the nominal values of the parameters might not be admissible for the actual values, and the probability of constraints violation is even higher in the optimal parameterization, which saturates at least one constraint at any moment in time.

TOPP-RA provides a natural way to handle parametric uncertainties. Assume that constraints appear in the following form

$$a_i u + b_i x + c_i \in C_i,$$

$$\forall (a_i, b_i, c_i, C_i) \in E_i,$$

where $E_i$ contains all the possible values that the parameters might take at path position $s_i$.

**Implementation remark 6.** Consider for instance the manipulator with torque bounds of equation (3.2). Suppose that, at path position $i$, the inertia matrix is uncertain, i.e., that it might take any values $M_i \in B(M_i^{\text{nominal}}, \epsilon)$, where $B(M_i^{\text{nominal}}, \epsilon)$ denotes the ball of radius $\epsilon$ centered around $M_i^{\text{nominal}}$ for the max norm. Then, the first component of $E_i$ is given by $\{M_i q'(s_i) \mid M_i \in B(M_i^{\text{nominal}}, \epsilon)\}$, which is a convex set.
In legged robots, uncertainties on feet positions or on friction coefficients can be encoded into a “set of sets”, in which $C_i$ can take values.

TOPP-RA can handle this situation by suitably modifying its two passes. Before presenting the modifications, we first give some definitions. Denote the $i$-stage set of robust admissible control-state pairs by

$$\hat{\Omega}_i := \{(u, x) \mid \text{Eq. (3.11) holds}\}.$$  

The sets of robust admissible states $\hat{X}_i$ and robust admissible controls $\hat{U}_i(x)$ can be defined as in Section 3.3.1.

In the backward pass, TOPP-RA computes the robust controllable sets, whose definition is given below.

**Definition 6** ($i$-stage robust controllable set). Consider a set of desired ending states $I_N$. The $i$-stage robust controllable set $\hat{K}_i(I_N)$ is the set of states $x \in \hat{X}_i$ such that there exists a state $x_N \in I_N$ and a sequence of robust admissible controls $u_i, \ldots, u_{N-1}$ that steers the system from $x$ to $x_N$.

To compute the robust controllable sets, one needs the robust one-step set.

**Definition 7** (Robust one-step set). Consider a set of states $I$. The robust one-step set $\hat{Q}_i(I)$ is the set of states $x \in \hat{X}_i$ such that there exists a state $\tilde{x} \in I$ and a robust admissible control $u \in \hat{U}_i(x)$ that steers the system from $x$ to $\tilde{x}$.

Finally, in the forward pass, the algorithm selected the greatest robust admissible control at each stage.

**Implementation remark 7.** Computing the robust one-step set and the greatest robust admissible control involves solving LPs with uncertain constraints of the form (3.11). In the mathematical optimization literature, they are known as “Robust Linear Programs”, and specific methods have been developed to handle them efficiently, when the robust constraints are [6]

1. polyhedra;
2. ellipsoids;
3. Conic Quadratic re-presentable (CQr) sets.

The first case can be treated as normal LPs with appropriate slack variables, while the last two cases are explicit Conic Quadratic Program (CQP). For more information on this conversion, refer to the first and second chapters of [6].
3.7. Summary

We have presented a new approach to solve the Time-Optimal Path Parameterization (TOPP) problem based on Reachability Analysis (TOPP-RA). The key insight is to compute, in a first pass, the sets of controllable states, for which admissible controls allowing to reach the goal are guaranteed to exist. Time-optimality can then be obtained, in a second pass, by a greedy strategy. We have shown, through theoretical analyses and extensive experiments, that the proposed algorithm is extremely robust (100% success rate) and competitive in terms of computation time as compared to the fastest known TOPP implementation [99], and produces solutions with high quality. Finally, the new approach yields additional benefits: no need for polytopic projection in the redundantly-actuated case, Admissible Velocity Projection, and robustness to parameter uncertainty.

A recognized disadvantage of the classical TOPP formulation is that the time-optimal trajectory contains hard acceleration switches, corresponding to infinite jerks. Solving TOPP subject to jerk bounds, however, is not possible using the CO-based approach as the problem becomes non-convex [125]. Some prior works proposed to either extend the NI-based approach [124, 96] or to represent the parameterization as a spline and optimize directly over the parameter space [28, 91]. Exploring how Reachability Analysis can be extended to handle jerk bounds is another direction of our future research.

Similar to the CO-based approach, Reachability Analysis can only be applied to instances with convex constraints [125]. Yet in practice, it is often desirable to consider in addition non-convex constraints, such as joint torque bounds with viscous friction effect. Extending Reachability Analysis to handle non-convex constraints is another important research question.

3.8. Additional remarks and proofs

3.8.1. Relation between TOPP-RA and TOPP-NI

TOPP-RA and TOPP-NI are subtly related: they compute the same velocity profiles, but in different orders. Let us first recall some terminologies from the literature of the NI-based approach to TOPP (see [99] for more details):

- Maximum Velocity Curve (MVC): mapping from path position to the highest dynamically feasible path velocity;
- integrate forward (or backward) following $\alpha$ (or $\beta$): for each tuple $(s, \dot{s})$, $\alpha(s, \dot{s})$
and \( \beta(s, \dot{s}) \) are the smallest and largest controls respectively; forward and backward integrations are done following the respective controls;

- \( \alpha \rightarrow \beta \) switch points: there are three kinds of \( \alpha \rightarrow \beta \) switch points: tangent, singular, discontinuous;

- \( \dot{s}_{\text{beg}}, \dot{s}_{\text{end}} \): starting and ending velocities at \( s_{\text{beg}} \) and \( s_{\text{end}} \).

Note that \( \alpha, \beta \) functions recalled above are different from the functions defined in Definition 8 (Appendix 3.8.2). The formers maximize over the set of feasible states while the laters maximize over the set of feasible and controllable states.

TOPP-NI proceeds as follows:

1. determine the \( \alpha \rightarrow \beta \) switch points;

2. from each \( \alpha \rightarrow \beta \) switch point, integrate forward following \( \beta \) and backward following \( \alpha \) to obtain the Limiting Curves (LCs);

3. take the lowest value of the LCs at each position to form the Concatenated Limiting Curve (CLC);

4. from \((0, \dot{s}_{\text{beg}})\) integrate forward following \( \beta \); from \((s_{\text{end}}, \dot{s}_{\text{end}})\) integrate backward following \( \alpha \) until their intersections with the CLC; then return the combined \( \beta - \text{CLC} - \alpha \) profile.

We now rearrange the above steps into a backward pass and a forward pass in order to highlight the relation with TOPP-RA.

**Backward pass**

1) determine the \( \alpha \rightarrow \beta \) switch points;

2a) from each \( \alpha \rightarrow \beta \) switch point, integrate backward following \( \alpha \) to obtain the Backward Limiting Curves (BLCs);

2b) from the point \( (s_{\text{end}}, \dot{s}_{\text{end}}) \) integrate backward following \( \alpha \) to obtain the last BLC;

3) take the lowest value of the BLC’s and the MVC to form the upper boundary of the controllable sets.

**Forward pass**

4a) set the current point to the point \( (s_{\text{beg}}, \dot{s}_{\text{beg}}) \);
4b) repeat until the current point is the point \((s_{\text{end}}, \dot{s}_{\text{end}})\), from the current point integrate forward following \(\beta\) until hitting a BLC, set the corresponding switch point as the new current point.

See Fig. 3.7 for a visualization of the rearrangement.

Figure 3.7.: TOPP-NI (A) and TOPP-RA (B) compute the time-optimal path parameterization by creating similar profiles in different ordering. (1,2,3,4) is the order in which TOPP-RA computes the profiles.

The key idea in this rearrangement is to not compute \(\beta\) profiles immediately for each switch point, but delay until needed. The resulting algorithm is almost identical to TOPP-RA except for the following points

- since TOPP-RA does not require explicit computation of the switch points (they are implicitly identified by computing the controllable sets) the algorithm avoids one of the major implementation difficulties of TOPP-NI;

- TOPP-RA requires additional post-processing to remove jitters. See the footnote in Section 3.5.2 for more details.

### 3.8.2. Proof of optimality (case with no zero-inertia point)

The optimality of TOPP-RA relies on the properties of the maximal transition functions.

**Definition 8.** At a given stage \(i\), the minimal and maximal controls at state \(x\) are
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defined by\(^3\)

\[
\alpha_i(x) := \min\{ u | \bar{a}_i u + \bar{b}_i x + \bar{c}_i \leq 0 \},
\]

\[
\beta_i(x) := \max\{ u | \bar{a}_i u + \bar{b}_i x + \bar{c}_i \leq 0 \}.
\]

The minimal and maximal transition functions are defined by

\[
T^\alpha_i(x) := x + 2\Delta\alpha_i(x), \quad T^\beta_i(x) := x + 2\Delta\beta_i(x).
\]

The key observation is: if the maximal transition function is non-decreasing, then the greedy strategy of TOPP-RA is optimal. This is made precise by the following lemma.

**Lemma 1.** If for all \(i\), the maximal transition function is non-decreasing, i.e.,

\[
\forall x, x'' \in \mathcal{K}_i, \quad x \geq x' \implies T^\beta_i(x) \geq T^\beta_i(x'),
\]

then TOPP-RA produces the optimal parameterization.

**Proof.** Consider an arbitrary admissible parameterization \(s_0^2 = x_0, u_0, \ldots, u_{N-1}, x_N = s_N^2\). We show by induction that, for all \(i = 0, \ldots, N\), \(x^*_i \geq x_i\), where the sequence \((x^*_i)\) denotes the parameterization returned by TOPP-RA (Algorithm 1).

Initialization: One has \(x_0 = s_0^2 = x_0^0\), so the assertion is true at \(i = 0\).

Induction: Steps 8 and 9 of Algorithm 1 can in fact be rewritten as follows

\[
x^*_{i+1} := \min\{ T^\beta_i(x^*_i), \max(\mathcal{K}_{i+1}) \}.
\]

By the induction hypothesis, one has \(x^*_i \geq x_i\). Since \(x^*_i, x_i \in \mathcal{K}_i\), one has

\[
T^\beta_i(x^*_i) \geq T^\beta_i(x_i) \geq x_{i+1}.
\]

Thus,

\[
\min\{ T^\beta_i(x^*_i), \max(\mathcal{K}_{i+1}) \} \geq \min\{ x_{i+1}, \max(\mathcal{K}_{i+1}) \}, \text{ i.e.}
\]

\[
x^*_{i+1} \geq x_{i+1}.
\]

We have shown that at every stage the parameterization \(x^*_0, \ldots, x^*_N\) has a higher velocity than that of any admissible parameterization, hence it is optimal. \(\square\)

Unfortunately, the maximal transition function is not always non-decreasing, as made clear by the following lemma.

\(^3\)These definitions differ from the common definitions of maximal and minimal controls. See Appendix A for more details.
**Lemma 2.** Consider a stage $i$, there exists $x_\beta^i$ such that, for all $x, x' \in \mathcal{K}_i$

\[
x \leq x' \leq x_\beta^i \implies T_\beta^i(x) \leq T_\beta^i(x'),
\]

\[
x_\beta^i \leq x \leq x' \implies T_\beta^i(x) \geq T_\beta^i(x').
\]

In other words, $T_\beta^i$ is non-decreasing below $x_\beta^i$ and is non-increasing above $x_\beta^i$.

Similarly, there exists $x_\alpha^i$ such that for all $x, x' \in \mathcal{K}_i$

\[
x_\alpha^i \leq x \leq x' \implies T_\alpha^i(x) \leq T_\alpha^i(x'),
\]

\[
x \leq x' \leq x_\alpha^i \implies T_\alpha^i(x) \geq T_\alpha^i(x').
\]

![Diagram](image)

**Figure 3.8.:** At any stage, the polygon of controllable states and controls $\Omega_i \cap (\mathbb{R} \times \mathcal{K}_i)$ contains $x_\beta^i$: the highest state under which the transition function $T_\beta^i$ is non-decreasing and $x_\alpha^i$: the lowest state above which the transition function $T_\alpha^i$ is non-decreasing.

**Proof.** Consider a state $x$. In the $(u, x)$ plane, draw a horizontal line at height $x$. This line intersects the polygon $\Omega_i \cap (\mathbb{R} \times \mathcal{K}_i)$ at the minimal and maximal controls. See Fig 3.8.

Consider now the polygon $\Omega_i \cap (\mathbb{R} \times \mathcal{K}_i)$. Suppose that one enumerates the edges counter-clockwise (ccw), then the normals of the enumerated edges also rotate ccw. For example in Fig. 3.8, the normal $v_1$ of edge 1 can be obtained by rotating ccw the normal $v_2$ of edge 2.

Let $\gamma$ denote the angle between the vertical axis and the normal vector of the active constraint $k$ at $(x, \beta(x))$. One has $\cot \gamma = \bar{b}_i[k] / \bar{a}_i[k]$.

As $x$ increases, $\gamma$ decreases in the interval $(\pi, 0)$. Let $x_\beta^i$ be the lowest $x$ such that, for all $x > x_\beta^i$, $\gamma < \cot^{-1}(1/(2\Delta))$ ($x_\beta^i := \max \mathcal{K}_i$ if there is no such $x$).

Consider now a $x > x_\beta^i$, one has, by construction

\[
\frac{\bar{b}_i[k]}{\bar{a}_i[k]} > \frac{1}{2\Delta},
\]

(3.12)
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where \( k \) is the active constraint at \((x, \beta_i(x))\). The maximal transition function can be written as

\[
T_i^\beta(x) = x + 2\Delta \beta_i(x)
\]

\[
= x + 2\Delta \frac{-\bar{c}_i[k] - \bar{b}_i[k]x}{\bar{a}_i[k]}
\]

\[
= x \left( 1 - 2\Delta \frac{\bar{b}_i[k]}{\bar{a}_i[k]} \right) - 2\Delta \frac{\bar{c}_i[k]}{\bar{a}_i[k]}.
\]

(3.13)

Since the coefficient of \( x \) is negative, \( T_i^\beta(x) \) is non-increasing. Similarly, for \( x \leq x_i^\beta \), \( T_i^\beta(x) \) is non-decreasing.

We are now ready to prove Theorem 2.

**Proof of Theorem 2.** As there is no zero-inertia point, by uniform continuity, the \( \bar{a}(s)[k] \) are bounded away from 0. We can thus chose a step size \( \Delta_{\text{thr}} \) such that

\[
\frac{1}{2\Delta_{\text{thr}}} > \max_{s,k} \left\{ \frac{\bar{b}(s)[k]}{\bar{a}(s)[k]} \mid \bar{a}(s)[k] > 0 \right\}.
\]

For any step size \( \Delta < \Delta_{\text{thr}} \), there is by construction no constraint that can have an angle \( \gamma < \cot^{-1} \left( 1/(2\Delta) \right) \). Thus, for all stages \( i \), one has \( x_i^\beta = \max K_i \), or in other words, that \( T_i^\beta(x) \) is non-decreasing in the whole set \( K_i \). By Lemma 1, TOPP-RA returns the optimal parameterization.

3.8.3. Proof of asymptotic optimality (case with zero-inertia points)

In the presence of a zero-inertia point, one cannot bound the \( \bar{a}(s)[k] \) away from zero. Therefore, for any step size \( \Delta \), there is an interval around the zero-inertia point where the maximal transition function is *not* monotonic over the whole controllable set \( K_i \). Our strategy is to show that the sub-optimality gap caused by that interval decreases to 0 with \( \Delta \).

We first identify a “perturbation interval”. For simplicity, assume that the zero-inertia point \( s^* \) is exactly at \( s_i^* \).

**Lemma 3.** There exists an integer \( l \) such that, for small enough \( \Delta \), the maximal transition function is non-decreasing at all stages except in \([i^* + 1, \ldots, i^* + l]\).

**Proof.** Consider the Taylor expansion around \( s^* \) of the constraint that triggers the zero-inertia point

\[
\bar{a}(s)[k] = A'(s - s^*) + o(s - s^*),
\]

\[
\bar{b}(s)[k] = B + B'(s - s^*) + o(s - s^*).
\]
Without loss of generality, suppose \( A' > 0 \). Eq. (3.12) can be written for stage \( i^* + r \) as follows

\[
2\Delta(B + B'r\Delta) > A'r\Delta + o(r\Delta).
\]

Thus, in the limit \( \Delta \to 0 \), for \( r > l := \text{ceil}(2B/A') \), Eq. (3.12) will not be fulfilled by constraint \( k \). Using the construction of \( \Delta_{th} \) in the proof of Theorem 2, one can next rule out all the other constraints at all stages.

We now construct a “perturbation strip” by defining an upper and an lower boundaries. See Fig. 3.9 for an illustration.

**Definition 9.** Define states \((\kappa_i)_{i \in [i^*+1,i^*+l+1]}\) by

\[
\kappa_{i^*+1} := x_{i^*+1}^\beta,
\]

\[
\kappa_i := \min(T_{i-1}^\alpha(\kappa_{i-1}), x_i^\beta), \ i = i^* + 2, \ldots, i^* + l + 1.
\]

Next, define \((\lambda_i)_{i \in [i^*+1,i^*+l+1]}\) by

\[
\lambda_{i^*+1} = \kappa_{i^*+1},
\]

\[
\lambda_i := \min(T_{i-1}^\alpha(\kappa_{i-1}), x_i^\beta), \ i = i^* + 2, \ldots, i^* + l + 1.
\]

Finally, define \((\mu_i)_{i \in [i^*+1,i^*+l+1]}\) as the highest profile that can be obtained by repeated applications of \( T^\beta \) and that remains below the \((\lambda_i)\).

---

Figure 3.9.: The “perturbation strip” contains three vertical boundaries: \((\kappa_i)\) [red dots], \((\lambda_i)\) [orange dots] and \((\mu_i)\) [green dots]. The states \((x_i^\beta)\) [thick horizontal black lines] and the controllable sets \((K_i)\) [vertical intervals] are both shown.

The \((\kappa_i)\) and \((\mu_i)\) form respectively the upper and the lower boundaries of the “perturbation strip”. Before going further, let us establish some estimates on the size of the strip.
Lemma 4. There exist constants $C_\kappa$ and $C_\mu$ such that, for all $i \in [i^* + 1, i^* + l + 1],$

$$\max K_{i+1} - \kappa_i \leq lC_\kappa \Delta, \quad (3.14)$$

$$\max K_{i+1} - \mu_i \leq lC_\mu \Delta. \quad (3.15)$$

Proof. Let $C$ be the upper-bound of the absolute values of all admissible controls $\alpha, \beta$ over whole segment. One has

$$K_{i+1} - \kappa_{i+1} = K_{i+1} - x_{i+1}^\beta \leq (\beta_i(x_{i+1}^\beta) - \alpha_i(x_{i+1}^\beta)) \tan(\gamma) \leq 2C \Delta.$$

Next, by definition of $\kappa$, one can see that the difference between two consecutive $\kappa_i, \kappa_{i+1}$ is bounded by $2C \Delta$. This shows Eq. (3.14).

Since $(\mu_i)$ is the highest profile below $(\lambda_i)$, there exists one index $p$ such that $\mu_p = \lambda_p$. Thus, $\kappa_p - \mu_p = \kappa_p - \lambda_p \leq 2C \Delta$, where the last inequality comes from the definition of $\lambda$. Remark finally that the difference between two consecutive $\mu_i, \mu_{i+1}$ is also bounded by $2C \Delta$. This shows Eq. (3.15). \hfill \Box

We now establish two properties of the “perturbation strip”.

Lemma 5 (and definition). Let $J_i^*(x)$ denote TOPP-RA’s cost-to-go: the cost of the profile produced by TOPP-RA starting from $x$ at the $i$-stage, and $J_i^\dagger(x)$ the optimal cost-to-go.

(a) In the interval $[\min K_i, \mu_i]$, $J_i^*(x)$ equals $J_i^\dagger(x)$ and is non-increasing;

(b) For all $i \in [i^* + 1, \ldots, i^* + l]$,

$$x \in [\mu_i, \kappa_i] \implies T_i^\dagger(x), T_i^\beta(x) \in [\mu_{i+1}, \kappa_{i+1}], \quad (3.16)$$

where $T_i^\dagger(x)$ is the optimal transition.

Proof. (a) We use backward induction from $i^* + l$ to $i^* + 1$.

Initialization: One has $x \leq \mu_{i^* + l} \leq \lambda_{i^* + l} \leq x_{i^* + l}^\beta$. It follows that $T_i^\beta(x)$ is non-decreasing over the interval $[\min K_{i^* + l}, \mu_{i^* + l}]$.

As there is no constraint verifying Eq. (3.12) at stages $i = i^* + l + 1, \ldots, N$, the cost-to-go $J_{i^* + l + 1}(x)$ is non-increasing and equals the optimal cost-to-go $J_i^\dagger(x)$ by Theorem 2. Choosing the greedy control at the $i^* + l$-stage is therefore optimal. Next, note that

$$J_{i^* + l}(x) = \frac{\Delta}{\sqrt{x}} + J_{i^* + l}(T_{i^* + l}^\beta(x)), \quad (3.17)$$
Since $J_{i+1}^*(x)$ and $T_i^\beta(x)$ are non-increasing and non-decreasing respectively over $[\min K_i, \mu_{i+1}]$ and $[\min K_i, \mu_{i+1}]$, it follows that $J_{i+1}^*(x)$ is non-increasing over the interval $[\min K_i, \mu_{i+1}]$.

Induction: Suppose the hypothesis is true for $i + 1 \in \{i^* + 2, \ldots, i^* + l\}$. Since $x \leq \mu_i \leq \lambda_i \leq x_\beta^i$, one has that $T_i^\beta(x) \leq \mu_{i+1}$ and that $T_i^\beta(x)$ is non-decreasing over the interval $[\min K_i, \mu_i]$. Note that

$$J_i^*(x) = \frac{\Delta}{\sqrt{x}} + J_{i+1}^*(T_i^\beta(x)).$$  \hspace{1cm} (3.18)

By the induction hypothesis, $J_{i+1}^*(T_i^\beta(x))$ is non-increasing, it then follows that $J_i^*(x)$ is non-decreasing and that $\beta_i(x)$ is the optimal control and thus $J_i^*(x) = J_i^1(x)$.

(b) The part that $T_i^1(x), T_i^\beta(x) \leq \kappa_{i+1}$ is clear from the definition of $\kappa$. We first show $\mu_{i+1} \leq T_i^1(x)$.

Suppose first $x \leq x^\beta_i$. Then $T_i^\beta(x)$ is non-decreasing in $[\mu_i, x]$, which implies $T_i^\beta(x) \geq T_i^\beta(\mu_i) = \mu_{i+1}$.

Suppose now $x \geq x^\beta_i$. One can choose a step size $\Delta$ such that $x^\alpha_i < x^\beta_i$, which implies $x > x^\beta_i$. One then has $T_i^\beta(x) \geq T_i^\beta(x_i^\beta) \geq \lambda_{i+1} \geq \mu_{i+1}$.

Finally, to show that $\mu_{i+1} \leq T_i^1(x)$, we reason by contradiction. Suppose $T_i^1(x) < \mu_{i+1}$. By (a), $J_{i+1}^1$ is non-increasing below $\mu_{i+1}$, thus $J_{i+1}^1(T_i^1(x)) > J_{i+1}^1(\mu_{i+1})$ (*). On the other hand, since $T_i^1(x) < \mu_{i+1} \leq T_i^\beta(x)$, there exists an admissible control that steers $x$ towards $\mu_{i+1}$. Since $T_i^1$ is the true optimal transition from $x$, $J_{i+1}^1(\mu_{i+1}) \geq J_{i+1}^1(T_i^1(x))$. This contradicts (*). \hspace{1cm} $\square$

We are now ready to prove Theorem 3.

**Proof of Theorem 3.** Recall that $(s_0^2 = x_0^\ast, \ldots, x_N^\ast)$ is the profile returned by TOPP-RA and $(s_0^3 = x_0^1, \ldots, x_N^1)$ is the true optimal profile. By definition of the time-optimal cost functions, we can expand the initial costs $J_0^*(s_0^2)$ and $J_0^*(s_0^3)$ into three terms as follows

$$J_0^*(s_0^2) = \sum_{i=0}^{i^*} \frac{\Delta}{\sqrt{x_i^\ast}} + \sum_{i=i^*+1}^{i^*+l} \frac{\Delta}{\sqrt{x_i^\ast}} + J_{i^*+t+1}^*(x_{i^*+t+1}^\ast),$$  \hspace{1cm} (3.19)

and

$$J_0^*(s_0^3) = \sum_{i=0}^{i^*} \frac{\Delta}{\sqrt{x_i^1}} + \sum_{i=i^*+1}^{i^*+l} \frac{\Delta}{\sqrt{x_i^1}} + J_{i^*+t+1}^1(x_{i^*+t+1}^1).$$  \hspace{1cm} (3.20)

(a) Applying Theorem 2, for small enough $\Delta$, one can show that

$$\forall i \in [0, \ldots, i^* + 1], x_i^\ast \geq x_i^1.$$  \hspace{1cm} (3.21)

Thus, the first term of $J_0^*(s_0^2)$ is smaller than the first term of $J_0^1(s_0^3)$. \hspace{1cm} 63
Thus, using the estimates of Lemma 4, the second terms can be bounded as follows

$$\sum_{i=\iota+1}^{\iota+l} \frac{\Delta}{\sqrt{x^i_i}} \leq \frac{l\Delta}{\sqrt{\max J_{i+1}^{\iota} - C_{\mu}\Delta l}}, \text{ and}$$

$$\sum_{i=\iota+1}^{\iota+l} \frac{\Delta}{\sqrt{x^i_i}} \geq \frac{l\Delta}{\sqrt{\max J_{i+1}^{\iota} + C_{\kappa}\Delta l}}.$$

Thus

$$\sum_{i=\iota+1}^{\iota+l} \frac{\Delta}{\sqrt{x^i_i}} - \sum_{i=\iota+1}^{\iota+l} \frac{\Delta}{\sqrt{x^i_i}} \leq \frac{(C_{\mu} + C_{\kappa})\Delta^2 l^2}{2\sqrt{\max J_{i+1}^{\iota} - C_{\mu}\Delta l}}.$$

(b) Suppose $x^\iota_{\iota+1}, x^\iota_{\iota+1} \in [\mu_{\iota+1}, \kappa_{\iota+1}]$. From Lemma 5(b), one has for all $i \in [\iota + 1, \ldots, i + l], x^\iota_i, x^\iota_i \in [\mu_i, \kappa_i]$. Thus, using the estimates of Lemma 4, the second terms can be bounded as follows

$$\sum_{i=\iota+1}^{\iota+l} \frac{\Delta}{\sqrt{x^i_i}} \leq \frac{l\Delta}{\sqrt{\max J_{i+1}^{\iota} - C_{\mu}\Delta l}}, \text{ and}$$

$$\sum_{i=\iota+1}^{\iota+l} \frac{\Delta}{\sqrt{x^i_i}} \geq \frac{l\Delta}{\sqrt{\max J_{i+1}^{\iota} + C_{\kappa}\Delta l}}.$$

Thus

$$\sum_{i=\iota+1}^{\iota+l} \frac{\Delta}{\sqrt{x^i_i}} - \sum_{i=\iota+1}^{\iota+l} \frac{\Delta}{\sqrt{x^i_i}} \leq \frac{(C_{\mu} + C_{\kappa})\Delta^2 l^2}{2\sqrt{\max J_{i+1}^{\iota} - C_{\mu}\Delta l}}.$$

If $x^\iota_{\iota+1}, x^\iota_{\iota+1} < \mu_{\iota+1}$, by Lemma 5(a) it is easy to see that $J_{0}^{\iota}(\tilde{\sigma}_{0}^0) = J_{0}^{\iota}(\tilde{\sigma}_{0}^0)$.

If $x^\iota_{\iota+1} \geq \mu_{\iota+1} > x^\iota_{\iota+1}$, then by Lemma 5, $x^\iota_{\iota+l+1} \geq \mu_{\iota+l+1} > x^\iota_{\iota+l+1}$, which implies next that $J_{0}^{\iota}(\tilde{\sigma}_{0}^0) < J_{0}^{\iota}(\tilde{\sigma}_{0}^0)$, which is impossible.

(c) Regarding the third terms, observe that, by applying Theorem 2 over $[\iota + 1, \ldots, N]$, one has $J_{0}^{\iota+l+1}(x) = J_{1}^{\iota+l+1}(x)$ for all $x \in K_{\iota+l+1}$. Thus

$$J_{0}^{\iota+l+1}(x_{\iota+l+1}^\iota) - J_{1}^{\iota+l+1}(x_{\iota+l+1}^\iota) =$$

$$J_{1}^{\iota+l+1}(x_{\iota+l+1}^\iota) - J_{1}^{\iota+l+1}(x_{\iota+l+1}^\iota) \leq$$

$$C_{J^1}(x_{\iota+l+1}^\iota - x_{\iota+l+1}^\iota) \leq C_{J^1}(C_{\mu} + C_{\kappa})\Delta l,$$

where $C_{J^1}$ is the Lipshitz constant of $J^1$.

Grouping together the three estimates (a), (b), (c) leads to the conclusion of the theorem. □

### 3.8.4. Error analysis of discretization schemes

#### First-order interpolation scheme

In the main text the collocation discretization scheme was presented to discretize the constraints over $N + 1$ grid points. We now introduce another scheme: first-order interpolation scheme.

In this scheme, at stage $i$, we require $(u_i, x_i)$ and $(u_i, x_i + 2\Delta_i u_i)$ to satisfy the constraints at $s = s_i$ and $s = s_{i+1}$ respectively. That is, for $i = 0, \ldots, N - 1$

$$\begin{bmatrix} a(s_i) \\ a(s_{i+1}) + 2\Delta b(s_{i+1}) \end{bmatrix} u + \begin{bmatrix} b(s_i) \\ b(s_{i+1}) \end{bmatrix} x + \begin{bmatrix} c(s_i) \\ c(s_{i+1}) \end{bmatrix} \in \begin{bmatrix} C(s_i) \\ C(s_{i+1}) \end{bmatrix}$$

(3.22)
At $i = N$, one uses only the top half of the above equations. By appropriately rearranging the terms, the above equations can finally be rewritten as

$$a_i u + b_i x + c_i \in C_i.$$  \hspace{1cm} (3.23)

**Error analysis**

For simplicity, suppose Assumption 1 holds. That is, there exists $\tilde{a}(s) \in [0,1]$, $\tilde{b}(s) \in [0,1]$, $\tilde{c}(s) \in [0,1]$ which define the set of admissible control-state pairs. Consider the interval $[s_0, s_1]$, the parameterization is given by

$$x(s; u_0, x_0) = x_0 + 2su_0,$$

where $x_0$ is the state at $s_0$ and $u_0$ is the constant control along the interval. Note that $s_0 = 0, s_1 = \Delta$.

Define the constraint satisfaction function by

$$\epsilon(s) := u_0\tilde{a}(s) + x(s)\tilde{b}(s) + \tilde{c}(s).$$  \hspace{1cm} (3.24)

The greatest constraint satisfaction error over $[s_0, s_1]$ is

$$\max \left\{ \max_{k,s \in [s_0,s_1]} \epsilon(s)[k], 0 \right\}.$$

Different discretization schemes enforce different conditions on $\epsilon(s)$. In particular, one has for

- **collocation scheme**: $\epsilon(s_0) \leq 0$;
- **first-order interpolation scheme**: $\epsilon(s_0) \leq 0, \epsilon(s_1) \leq 0$.

Using the classic result on Error of Polynomial Interpolation [122, Theorem 2.1.4.1], one obtains the following estimate of $\epsilon(s)$ for the collocation scheme:

$$\epsilon(s) = \epsilon(s_0) + (s - s_0)\epsilon'(\xi) = se'(\xi),$$

for $\xi \in [s_0, s]$. Suppose the derivatives of $\tilde{a}(s)$, $\tilde{b}(s)$, $\tilde{c}(s)$ are bounded, one has

$$\max_{s \in [s_0,s_1]} \epsilon(s) = O(\Delta).$$

Thus the greatest constraint satisfaction error of the collocation discretization scheme has order $O(\Delta)$. 
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Using the same theorem, one obtains the following estimation of $\epsilon(s)$ for the first-order interpolation scheme:

$$
\epsilon(s) = \epsilon(s_0) + (s - s_0) \frac{\epsilon(s_1) - \epsilon(s_0)}{s_1 - s_0} + \frac{(s - s_0)(s - s_1)\epsilon''(\xi)}{2!} - \frac{s(s - \Delta)e''(\xi)}{2!},
$$

for some $\xi \in [s_0, s_1]$. Again, since the derivatives of $\tilde{a}(s), \tilde{b}(s), \tilde{c}(s)$ are assumed to be bounded, one has

$$
\max_{s \in [s_0, s_1]} \epsilon(s) = O(\Delta^2).
$$

Thus the greatest constraint satisfaction error of the first-order interpolation discretization scheme has order $O(\Delta^2)$. 

Chapter 4.

Critically fast pick-and-place with suction cups

4.1. Introduction

Suction cups have proved to be some of the most robust and versatile devices to grasp a variety of objects, and are therefore used in a large proportion of automation solutions in logistics (factory lines, e-commerce, etc.) In addition to robustness and versatility, cycle time is another key driver in the development of automation: how fast automated systems can pick and place objects is a decisive economic question.

In this chapter, we are interested in planning and executing critically fast pick-and-place movements with suction cups. By “critically fast” we mean the fastest possible movements for transporting an object such that it does not slip or fall from the suction cup. Another major concern is to also minimize the planning time. Indeed, in a majority of e-commerce scenarios, the robot movements must be computed based on the dynamically perceived positions of the objects to be transported, which implies that both planning and execution times contribute to the total cycle time.

Note that, to focus on the planning and execution aspects, we assume in this chapter that the perception problem has been solved upstream: (i) a good model of the environment is available, (ii) the geometries, weight distribution, and initial positions/orientations of the objects are given and accurate.

Essentially, ensuring that the object being transported does not slip or fall amounts to guaranteeing that, at every moment, the net inertial wrench acting on the object can be physically “realized” by its contact with the suction cup (weak contact stability [93, 25]). Since inertial wrenches can be easily computed given a sufficiently accurate model of the object, this task is reduced to identifying the set of wrenches
that are physically realizable for the given suction cup contact. A procedure for doing this is among the contributions of this chapter. In the following, we will refer to this objective as satisfying the suction cup grasp stability constraint, or simply grasp stability constraint.

In industrial robotic pick-and-place systems, a popular approach to maintaining suction cup grasp stability is to uniformly restrict the robot’s joint velocity and acceleration. The velocity and acceleration limits can be tuned by executing multiple test trajectories, then selecting the set of limits at which there is no failure and the average duration is the shortest. A drawback of this approach is that testing must be done for each object/suction cup combination, and therefore, is tedious and time consuming. Furthermore, it is certain that the resulting movements are not optimal, since the kinematic limits are chosen with respect to all testing trajectories. Also, there is no guarantee that the robot can successfully execute any new, untested trajectory during its actual operation.

An equally important concern is that the computational cost of planning should be small, as otherwise it would undermine the benefit of controlling the robot to move critically fast. For example, suppose one is capable of computing the true time-optimal trajectories, but requires a few seconds per trajectory. In this case, it might be more reasonable to use a sub-optimal approach that has cheaper computational cost, such as limiting the robot’s joint velocity and acceleration. In the same way, the planning procedure needs to be reliable: it has to detect infeasible instances correctly, and is robust against numerical errors.

In this chapter, we propose an approach for planning critically fast movements for robotic pick-and-place with suction cups. This approach is computationally efficient...
and robust, and is verified experimentally to be capable of producing near time-optimal movements. This performance is achieved by means of three main technical contributions:

- A model for suction cup contacts (Section 4.2.3);
- A procedure to compute and approximate the contact stability constraint based on that model (Section 4.2.4);
- A procedure to parameterize, in a time-optimal manner, arbitrary geometric paths under the identified contact stability constraint (Section 4.3).

The full pipeline is available as open-source\(^1\). Experimental results are reported and discussed in Section 4.4.

### 4.2. Grasp Stability for suction cups

#### 4.2.1. Background 1: Linearized friction cone

In suction cup grasping, frictional forces exist between the suction cup’s pad and the object; these forces are fundamental for maintaining a stable grasp. These frictional forces are modelled using the Colomb friction model. Let \( f = (f_x, f_y, f_z) \) denote a friction force vector, \( \mu \) denote the coefficient of friction and let the Z-axis be the normal contact direction, the Colomb friction model states

\[
\| (f_x, f_y) \|_2 \leq \mu f_z. \tag{4.1}
\]

The set of feasible friction forces, or equivalently the feasible set of inequality (4.20), is a Second-Order cone\(^2\) and hence, can be approximated by a polyhedral cone with arbitrary precision [7]. For instance, an approximation with 4 linear inequalities is given as follows:

\[
\begin{bmatrix}
-1 & -1 & -\mu \\
-1 & 1 & -\mu \\
1 & 1 & -\mu \\
1 & -1 & -\mu
\end{bmatrix}
\begin{bmatrix}
f_x \\
f_y \\
f_z
\end{bmatrix}
\leq 0_4. \tag{4.2}
\]

This approximation is known as the linearized friction cone. This is also the approximation we use in this chapter.

---

\(^1\)https://github.com/hungpham2511/rapid-transport
\(^2\)Also known as a Lorentz cone or an ice-cream cone.
4.2.2. Background 2: Polyhedral computations

A polytope can be defined as the feasible set of a system of linear equalities and inequalities:

$$\mathbf{A} \mathbf{p} \leq \mathbf{b}, \quad \mathbf{C} \mathbf{p} = \mathbf{d},$$

where $\mathbf{A}$, $\mathbf{b}$, $\mathbf{C}$, $\mathbf{d}$ are matrices of suitable dimensions. This representation is known as the H-representation, where H stands for halfspace. Alternatively, a polytope can also be defined as the Minkowski sum of the convex hull of a finite number of points and the conic hull of a finite number of rays:

$$\left\{ \sum_i \theta_i \mathbf{p}_i \middle| \sum_i \theta_i = 1; \forall i, \theta_i \geq 0 \right\} + \left\{ \sum_i \theta_i \mathbf{l}_i \middle| \forall i, \theta_i \geq 0 \right\}.$$

The vertices $\mathbf{p}_i$ (resp. rays $\mathbf{l}_i$) are referred to as the generating vertices (resp. rays). This representation is known as the V-representation, where V stands for vertex.

A seminal result in the theory of polyhedral computation, discovered by Minkowski and Weyl, is that any polytope has both a H-representation and a V-representation [44]. The problem of computing the V-representation given the H-representation is vertex enumeration; and the dual problem is facet enumeration. Even though both problems are known to be NP-hard, algorithms, such as the Double Description method [44] or the Reversed Search algorithm [3], have been developed to solve them in reasonable times. Both algorithms have publicly available implementations.
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Figure 4.3.: Cross-sectional view (cross section A in Fig. 4.2) of the contact between the cup and the object. The physical contact area is modelled by $m$ point forces following the linearized Coloumb friction model and 1 point force capturing the suction force due to negative pressure. A local frame is defined at each point contact.

4.2.3. A model for suction cup grasping

The interface between the suction cup on the object is modelled as consisting of a collection of point forces: one suction force and $m$ contact points\(^4\). The suction force, denoted by $f^{(0)}$, satisfies

$$f_{0}^{(0)} = [0, 0, PA]^T,$$

where $P$ is the negative pressure in Pa and $A$ is the area of the suction cup in $m^2$. At the $i$-th contact point, the cup exerts on the object a force $f^{(i)}$ that follows the linearized Coloumb friction model (4.2). The suction and contact forces $f^{(i)}, i = 0, \ldots, m$ with the corresponding local frames $\{i\}, i = 0, \ldots, m$ are depicted in Fig. 4.3.

The contact wrench exerted on the object by the cup depend on the suction and contact forces. Indeed, let $\{c\}$ denote a frame that is attached rigidly to the suction cup. By transforming all individual forces to frame $\{c\}$ and adding them together, one

\[^3\]The Minkowski sum of two sets $\mathcal{G}, \mathcal{H}$ is defined as

$$\{x + y | x \in \mathcal{G}, y \in \mathcal{H}\}$$

\[^4\]From [25], adopting the point-force formulation does not incur any loss in generality as compared to the surface-force formulation
obtains the net wrench $w_c$:

$$w_c = \sum_{i=0}^{m} G_{ci} f_i^{(i)}, \quad (4.4)$$

where the matrix $G_{ci}$ is defined via the position vector $p_{ci}$ and rotational matrix $R_{ci}$ of frame $\{i\}$ in frame $\{c\}$ as below

$$G_{ci} = \begin{bmatrix} p_{ci} \times R_{ci} \\ R_{ci} \end{bmatrix}.$$ 

We make an assumption concerning the realizability of a contact wrench: a contact wrench $w_c$ is physically realizable if there exists a set of individual contact forces $f^{(0)}, \ldots, f^{(m)}$ that satisfies Equation (4.2) and (4.3). This condition is often used in humanoid locomotion [26] and is known as the weak contact stability condition [93].

The exact grasp stability constraint can now be shown to have the form

$$F_c w_c \leq g_c, \quad (4.5)$$

where $F_c$ and $g_c$ are matrices of appropriate sizes. We demonstrate this result by presenting the below constructive procedure:

1. let $\hat{F}$ be the set of feasible values of $\hat{f} := \{f^{(0)}, \ldots, f^{(m)}\}$; form the H-representation of $\hat{F}$;
2. compute the corresponding V-representation, which is a set of generating vertices $\hat{f}_1, \ldots, \hat{f}_l$;
3. use Equation (4.4) to transform $(\hat{f}_1, \ldots, \hat{f}_l)$ to $(\hat{w}_1, \ldots, \hat{w}_l)$; $W_c$ is the convex hull of $(\hat{w}_1, \ldots, \hat{w}_l)$;
4. compute the H-representation of $W_c$, which are the coefficient matrices $F_c, g_c$ in Equation (4.5).

Refer to Section 4.2.2 for a discussion on transforming between the two representations (H and V) of a polytope. A more detail application of this technique applied in the context of legged locomotion can be found in [24].

### 4.2.4. Approximating the grasp stability constraint

In practice, $F_c$ might have many rows, causing computational difficulties during motion planning. We alleviate this issue by approximating the set of physically realizable wrenches as the convex hull of a set of points $\mathcal{Y}$ that (i) is a subset of $W_c$ and (ii)

\footnote{There can not be generating rays since $\hat{F}$ is bounded.}
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Figure 4.4.: Application of the proposed procedure for approximating grasp stability
constraint on a planar data set. Vertices $w_i$ are shown as gray crosses;
guiding samples are shown as red dots. The proposed procedure finds 3
vertices (iter 3) whose convex hull covers the guiding samples completely.
In comparison, the dashed grey polygon, representing the exact constraint,
has four times as many edges.

contains interacting wrenches that are the most likely to be realized during execution.
To achieve the latter objective, we randomly sample potentially interacting wrenches,
referred to as guiding samples. This can be done offline by generating a few random
trajectories in the same workspace, sample a number of points in each trajectory, and
for each point compute the interacting wrench using the Newton-Euler equations. Sub-
sequently, we extend $\mathcal{Y}$ from a simple initial guess to cover more guiding samples in
an interactive fashion.

Concretely, the procedure proceeds as follows:

1. randomly sample $N_w$ guiding samples; only samples that belongs to $\mathcal{W}_c$ are
   retained;

2. initialize $\mathcal{Y}$ as a simplex with 7 randomly chosen guiding samples as vertices;

3. compute the convex hull $\mathcal{H}$ of $\mathcal{Y}$;

4. choose the face $h^*$ of $\mathcal{H}$ that contains the most guiding samples in its infeasible
   halfspace;

5. add to $\mathcal{Y}$ the vertex in $\mathcal{W}_c$ that is in the infeasible halfspace of $h^*$ and is furthest
   away from it;
6. repeat from step 3 until the number of vertices in \( \mathcal{Y} \) is greater than a specified value.

Remark that in step 2 since the wrench space is 6 dimensional, a simplex in this space has 7 vertices. Hence, this step amounts to choosing randomly 7 guiding samples. After each iteration, a point in \( (\hat{w}_1, \ldots, \hat{w}_l) \setminus \mathcal{Y} \) is added to \( \mathcal{Y} \). We found that after about 50 iterations, the convex hull of \( \mathcal{Y} \) covers a significant portion of the guiding samples and contains approximately 3000-4000 faces. In contrast, the original H-representation can have up to 150000 faces.

An application of this procedure on a planar data set is demonstrated in Fig. 4.4. There, the green triangle representing the approximate grasp constraint that has only 3 edges but covers all guiding samples. This result is computed in 3 extending iterations. In comparison, the dashed grey polygon, representing the exact constraint, has four times as many edges.

4.3. Planning critically fast movements

4.3.1. Motion planning pipeline

We implement a pipeline for planning critically fast movements following the decoupling approach:

1. Find a collision-free path using standard geometric planners (e.g. RRT [65]);

2. Time-parameterize the collision-free path to minimize traversal time under kinodynamic constraints (in our case: joint velocity and acceleration bounds and suction cup constraints).

Although the decoupling approach does not generally produce optimal nor even locally-optimal trajectories, it has the distinctive advantage of being robust and fast. This is due to the highly mature states of collision-free path planning and path time-parameterization techniques [101].

Regarding the latter, the problem of finding the time-optimal time-parameterization of a geometric path subject to kinodynamic constraints is a classical problem in robotics [16]. If the constraints under consideration are of First- or Second-Order (see below and also in [96]), then this problem can be solved extremely efficiently using the recently-developed Time-Optimal Path Parameterization via Reachability Analysis (TOPP-RA) algorithm [96].

In the next section, we show that the grasp stability constraint is a Second-Order constraint.
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4.3.2. Reduction of the grasp stability constraint

A Second-Order constraint has the following form [96]

\[
A(q)\ddot{q} + q^T B(q)\dot{q} + f(q) \in \mathcal{C}(q),
\]

(4.6)

- \(A, B, f\) are continuous mappings from \(\mathbb{R}^n\) to \(\mathbb{R}^{m \times n}, \mathbb{R}^{n \times m \times n}\) and \(\mathbb{R}^m\) respectively;
- \(\mathcal{C}(q)\) is a convex polytope in \(\mathbb{R}^m\).

To establish that any grasp stability constraint can be reformulated as a Second-Order constraint, recall first the following relationships between the robot’s joint position and the object’s motion [58]:

\[
\omega_b = J_{\text{rot}}(q)\dot{q}, \quad \alpha_b = J_{\text{rot}}(q)\ddot{q} + \dot{q}^T H_{\text{rot}}(q)\dot{q}, \quad (4.7)
\]

\[
v_b = J_{\text{trans}}(q)\dot{q}, \quad a_b = J_{\text{trans}}(q)\ddot{q} + \dot{q}^T H_{\text{trans}}(q)\dot{q}, \quad (4.8)
\]

where \(J_{\text{trans}}, H_{\text{trans}}, J_{\text{rot}}, H_{\text{rot}}\) are the translational and rotational Jacobians and Hessians, \(v_b, \omega_b\) denote the object’s translational and rotational velocities and \(a_b, \alpha_b\) denote the translational and rotational accelerations; all are in the object’s body frame \(\{b\}\). Next, combining Equations (4.7) and (6.16) with the Newton-Euler equations in the body frame, which are

\[
w_b + \begin{bmatrix} 0_3 \\ g_{b,m} \end{bmatrix} = \begin{bmatrix} I_b \alpha_b + \omega_b \times I_b \omega_b \\ m a_b \end{bmatrix}. \quad (4.9)
\]

It follows that the interaction wrench in frame \(\{b\}\) has the following form

\[
w_b(q, \dot{q}, \ddot{q}) = \Theta_1(q)\ddot{q} + \dot{q}^T \Theta_2(q)\dot{q} + \Theta_3(q),
\]

where \(\Theta_1, \Theta_2, \Theta_3\) are tensors depending on the geometry of the robot and the inertial properties of the object. The left hand-side shows clearly that \(w_b\) also depends on \(q, \dot{q}, \ddot{q}\).

Next, let \(G_{cb}\) be the constant matrix that transforms a wrench from the object’s body frame \(\{b\}\) to the suction cup’s frame \(\{c\}\). Substituting to Equation (4.5), grasp stability constraint can then be written as

\[
F_c G_{cb} \{\Theta_1(q)\ddot{q} + \dot{q}^T \Theta_2(q)\dot{q} + \Theta_3(q)\} \leq g_c.. \quad (4.10)
\]

It follows immediately that Equation (6.18) is a Second-Order constraint. Indeed,
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$\Theta_1, \Theta_2, \Theta_3$ take the place of $A, B, f$ respectively and the fixed convex polytope

$$\{ w_b \mid F_c G_{cb} w_b \leq g_c \}.$$ 

takes the place of $C(q)$.

4.4. Experiments

Two aspects of the proposed approach were experimentally investigated. First, we evaluate the quality of the trajectories for transporting object by looking at the rate of successful transport and the trajectories’ durations in 20 randomly generated instances (4.4-A). Second, we report the actual computational cost of the proposed pipeline in a realistic pick-and-place scenario (4.4-B).

4.4.1. Experimental setup

The same equipment was employed throughout the experiments. These include a position-controlled industrial robot Denso VS-060, equipped with a suction cup connected to a vacuum pump. The robot is controlled at 125 Hz. The suction cup has a radius of 12.5 mm and the vacuum pump generates a negative pressure of approximately 30 kPa. Objects considered in the experiments have varying weights ranging from 0.2 kg to 0.6 kg; all objects have known weights and moment of inertia. All computations were done on a single core of a laptop running Ubuntu 16.04 at 3.800 GHz.

Collision-free paths between two robot configurations were all computed using OpenRAVE’s implementation [35] of biRRT algorithm [65].

For time-parameterization, we used the same approximation of the grasp stability constraint in all experiments. The coefficients matrices $F_c, g_c$ were identified following the procedure given in Section 4.2 with the following parameters: $m = 6$ points are used to approximate the surface area contact; coefficient of friction $\mu = 0.3$ (identified in prior using a Force-Torque sensor); suction cup radius is 12.5 mm; maximum number of vertices is 60. The resulting coefficient matrices have 3099 rows, which is significantly less than the number of rows of the exact coefficient matrices (130000 rows). All TOPP instances are discretized with 100 gridpoints, using the first-order interpolation scheme [96]. The code is written mostly in Python, with the most computationally demanding components written in Cython and C++. TOPP-RA solves the LPs using a custom LP solver based on Seidel’s algorithm [108].
4.4.2. Trajectory quality

We first looked at the likelihood of the objects falling, slipping or twisting when executing the trajectories found by our pipeline. As a baseline for comparison, we also considered an alternative strategy, where one computes time-optimal time-parameterizations subject only to the robot’s kinematic constraints, without taking into account the suction cup constraint.

Twenty geometric paths were randomly generated and tested. To mimic actual pick-and-place settings, we adopted the following procedure:

1. sample randomly the object’s starting and goal poses, each in a dedicated region of the workspace;
2. use OpenRAVE’s inverse kinematics to find the corresponding robot’s starting and goal configurations;
3. find a path between the starting and goal configurations using OpenRAVE.

In all trials, a rectangle notebook (See Fig. 4.5) with weight 0.551 kg and moment of inertia diag(9.28, 21.10, 29.80) \times 10^{-4} \text{kgm}^2 was transported with the suction cup. The contact point is 12.5 mm above the notebook’s center of mass.

It was found that, by considering grasp stability, the object could be transported without slipping or falling for all 20 paths (Table 4.1). On the other hand, trajectories retimed without suction cup constraint had a much lower success rate: only 4 out of 20 paths could be executed successfully. Remarkably, trajectories computed considering grasp stability were not significantly slower. For example, slowing respectively trajectory number 2 by 6.3% and trajectory 14 by 20% made those trajectories safe.

A second experiment was performed to examine the degree of sub-optimality. We took paths number 12 and 18, parameterized both subject to grasp stability constraint and executed them at three levels of speed: 100%, 120%, 140%. We then inspected the pose of the object relative to the suction cup after each execution. Significant slipping of nearly 1 cm and 10 deg were found at the trials executed at 120% and 140% speed, see Fig. 4.5 and first part of the experimental video https://youtu.be/b9H-zOYWgLbY.

4.4.3. Computational performance

To investigate the computational cost of the proposed approach, we considered a pick-and-place scenario that involves the robot picking objects using the suction cup from a bin and stacking them at a distant goal position (Fig. 4.1). The objective is to complete
Table 4.1.: Trajectory duration (in seconds) and success rate of 20 randomly generated trajectories retimed without and with suction cup constraints (SCC).

<table>
<thead>
<tr>
<th></th>
<th>without SCC</th>
<th>with SCC</th>
<th>time ext. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.432</td>
<td>0.672</td>
<td>35.71</td>
</tr>
<tr>
<td>1</td>
<td>0.568</td>
<td>0.832</td>
<td>31.73</td>
</tr>
<tr>
<td>2</td>
<td>0.944</td>
<td>1.008</td>
<td>6.35</td>
</tr>
<tr>
<td>3</td>
<td>0.504</td>
<td>0.688</td>
<td>26.74</td>
</tr>
<tr>
<td>4</td>
<td>0.728</td>
<td>0.952</td>
<td>23.53</td>
</tr>
<tr>
<td>5</td>
<td>0.504</td>
<td>0.672</td>
<td>25.00</td>
</tr>
<tr>
<td>6</td>
<td>1.064 ✓</td>
<td>1.064 ✓</td>
<td>0.00</td>
</tr>
<tr>
<td>7</td>
<td>0.520 ✓</td>
<td>0.688 ✓</td>
<td>24.42</td>
</tr>
<tr>
<td>8</td>
<td>1.136 ✓</td>
<td>1.344 ✓</td>
<td>15.48</td>
</tr>
<tr>
<td>9</td>
<td>0.496 ✓</td>
<td>0.744 ✓</td>
<td>33.33</td>
</tr>
<tr>
<td>10</td>
<td>0.632 ✓</td>
<td>0.728 ✓</td>
<td>13.19</td>
</tr>
<tr>
<td>11</td>
<td>0.520 ✓</td>
<td>0.648 ✓</td>
<td>19.75</td>
</tr>
<tr>
<td>12</td>
<td>0.440 ✓</td>
<td>0.728 ✓</td>
<td>39.56</td>
</tr>
<tr>
<td>13</td>
<td>0.824 ✓</td>
<td>0.896 ✓</td>
<td>8.04</td>
</tr>
<tr>
<td>14</td>
<td>1.104 ✓</td>
<td>1.392 ✓</td>
<td>20.69</td>
</tr>
<tr>
<td>15</td>
<td>0.528 ✓</td>
<td>0.664 ✓</td>
<td>20.48</td>
</tr>
<tr>
<td>16</td>
<td>0.520 ✓</td>
<td>0.736 ✓</td>
<td>29.35</td>
</tr>
<tr>
<td>17</td>
<td>1.344 ✓</td>
<td>1.848 ✓</td>
<td>27.27</td>
</tr>
<tr>
<td>18</td>
<td>0.472 ✓</td>
<td>0.760 ✓</td>
<td>37.89</td>
</tr>
<tr>
<td>19</td>
<td>0.512 ✓</td>
<td>0.600 ✓</td>
<td>14.67</td>
</tr>
</tbody>
</table>

Figure 4.5.: Executing a retimed trajectory at 120% and 140% speed led to visible twisting and slipping.
4.5. Summary

We have proposed an approach for planning critically fast trajectories for manipulators performing pick-and-place with suction cup. Before execution, we identify the grasp stability constraint, the constraint that the object must not fall from or slip or twist the task as fast as possible, planning and execution time included. The object properties, initial poses and final desired poses were determined prior to the experiment. The objects weighted between 0.204 kg and 0.551 kg.

A pick-and-place cycle consisted of several phases. First, the robot approaches a pose that is directly on top of the bin. Then, it reaches for the topmost object, closes the vacuum valve, waits for 1 second for the object to attach to the suction cup, and finally moves to the given destination. When the robot arrives at the destination, it opens the valve and waits for 1 second for the object to completely detach before starting the next cycle. Note that the waiting times of 1 second could be reduced.

All collision-free paths were planned online using OpenRAVE. Time-parameterization was also performed online subject to the grasp stability constraint in addition to the robot’s kinematic limits.

The experiment can be visualized in the second part of the experimental video. Table 4.2 reports our findings. Pick-and-place cycles were less than 5 sec for all objects. On average, the cycle time was 4.29 sec, of which 0.34 sec was for trajectory planning (including path planning and time-parameterization), 1.95 sec was for robot motion, and 2 sec was for waiting for the pump.

### Table 4.2: Breakdown of cycle times (in seconds)

<table>
<thead>
<tr>
<th></th>
<th>obj 1</th>
<th>obj 2</th>
<th>obj 3</th>
<th>obj 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>APPROACH plan</td>
<td>0.018</td>
<td>0.053</td>
<td>0.016</td>
<td>0.041</td>
</tr>
<tr>
<td>REACH plan</td>
<td>0.029</td>
<td>0.034</td>
<td>0.040</td>
<td>0.034</td>
</tr>
<tr>
<td>MOVE plan</td>
<td>0.183</td>
<td>0.101</td>
<td>0.147</td>
<td>0.198</td>
</tr>
<tr>
<td>MOVE retime</td>
<td>0.111</td>
<td>0.111</td>
<td>0.124</td>
<td>0.137</td>
</tr>
<tr>
<td>Total plan</td>
<td>0.341</td>
<td>0.299</td>
<td>0.327</td>
<td>0.410</td>
</tr>
<tr>
<td>APPROACH exec.</td>
<td>0.438</td>
<td>0.747</td>
<td>0.550</td>
<td>0.531</td>
</tr>
<tr>
<td>REACH exec.</td>
<td>0.306</td>
<td>0.368</td>
<td>0.415</td>
<td>0.436</td>
</tr>
<tr>
<td>ATTACH delay</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>MOVE exec.</td>
<td>0.841</td>
<td>0.729</td>
<td>1.062</td>
<td>1.371</td>
</tr>
<tr>
<td>DETACH delay</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total exec.</td>
<td>3.585</td>
<td>3.844</td>
<td>4.027</td>
<td>4.338</td>
</tr>
<tr>
<td>Total (plan + exec.)</td>
<td>3.926</td>
<td>4.143</td>
<td>4.354</td>
<td>4.748</td>
</tr>
</tbody>
</table>
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relatively to the suction cup, as a system of linear inequalities. During execution, we plan collision-free geometric paths for transporting objects and retime these paths *time-optimally* subject to the identified grasp stability constraint using the TOPP-RA algorithm.

Experiments were conducted to assess the performance of the proposed approach. The results suggest that the approach is capable of producing high-quality trajectories: these trajectories can be executed successfully without causing the object to fall or slip and have duration that were close to the true time-optimal values. Further, we also found that the proposed approach has a low computational cost, making it suitable for online motion planning for logistics applications.

There are two limitations that we are actively investigating:

- Our approach requires exact knowledge of the object’s inertial properties: center-of-mass position, mass and moment of inertia and the robot’s geometry. Yet, in a practical setting, identification and modelling errors always exist. Usually, only approximations of objects’ properties are available. This observation leads to two questions: 1) what are the effects of identification errors on motion quality and 2) how to handle these errors;

- The approximation step presented in Section 4.2.4 reduces computational time significantly as the size of the grasp stability constraint is much smaller. However, its effects on motion quality is, in general, not completely understood.
Chapter 5.

On the Structure of Time-Optimal Path Parameterization with Third-Order Constraints

5.1. Introduction

Given a robot and a smooth path in the robot’s configuration space, the problem of finding the Time-Optimal Parameterization of that Path (TOPP) with second-order constraints (e.g. bounds on acceleration, torques, contact stability) is an important and well-studied in robotics. An efficient algorithm to solve this problem was first proposed in the 1980’s [16, 115] and has been continuously perfected since then, see [99] for a historical review. The algorithm has also been extended to handle a wide range of problems, from manipulators subject to torque bounds [16, 112] to vehicles or legged robots subject to balance constraints [111, 100, 100, 24], to kinodynamic motion planning [101], etc.

According to Pontryagin’s Maximum Principle, time-optimal trajectories are bang-bang, which implies instantaneous switches in the second-order quantities that are constrained [16]. For instance, time-optimal trajectories with acceleration constraints will involve acceleration switches, which in turn implies infinite jerk. This is one of the drawbacks of TOPP with second-order constraints.

To address this issue, one can consider TOPP with third-order constraints. In many industrial applications, constraining third-order quantities such as jerk, torque rate or force rate is also part of the problem definition [124]. For instance, a hydraulic actuator exerts forces by forcing oil to travel through its piston and gets compressed, which results in the actuating force rate being restricted. As another example, DC
electric motors have bounds on input voltages, which translate directly to torque rate constraints.

5.1.1. Main Contributions

In this chapter, we follow the Numerical Integration approach and investigate the structure of the time-optimal solutions. Specifically, our contribution is threefold:

1. we propose a Multiple Shooting Method (MSM) to smoothly connect two maximum jerk profiles by a minimum jerk profile. This method is more efficient and stable than the one proposed in [124];

2. we analyze third-order singularities, which arise very frequently and systematically stop profile integration, leading to algorithm failure. We propose a method to address such singularities;

3. based on the above contributions, we implement TOPP3, which solves TOPP with third-order constraints efficiently and yields true optimal solutions in a number of situations.

For simplicity, this chapter focuses on pure third-order constraints. Taking into account first- and second-order constraints (e.g. bounds on velocity and acceleration) is possible but will significantly increase the complexity of the exposition.

The remainder of the chapter is organized as follows. In Section 5.2, we introduce the basic notations and formulate the problem. In Section 5.3, we introduce our method to smoothly connect two maximum jerk profiles. In Section 5.4, we propose a solution to the problem of singularities. In Section 5.5, we present the numerical experiments. Finally, in Section 5.6, we offer some discussions and directions for future work.

5.2. Structure of TOPP with third-order constraints

5.2.1. Problem setting

Consider a \( n \) dof robotic system whose configuration is a vector \( \mathbf{q} \in \mathbb{R}^n \). A geometric path \( \mathcal{P} \) is a mapping \( \mathbf{q}(s)_{s \in [0,s_{\text{end}}} \) from \( [0,s_{\text{end}}] \) to the configuration space. A time-parameterization of the path \( \mathcal{P} \) is an increasing scalar mapping \( s(t)_{t \in [0,T]} \). Differ-
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Differentiating successively $q(s(t))$ with respect to $t$ yields

$$
\dot{q} = q'\dot{s}
$$
$$
\ddot{q} = q''s^2 + q'\ddot{s}
$$
$$
\dddot{q} = q'''s^3 + 3q''\dot{s} + q'\dddot{s},
$$

where the superscript $\dot{□}$ denotes time-derivative and the superscript $\dddot{□}$ denotes differentiation with respect to the path position $s$.

From here on, we shall refer to the first, second and third time-derivatives of the path parameter $s$ as velocity, acceleration and jerk respectively. The time-derivatives of the configuration $q$ will be called joint velocity, acceleration and jerk.

The boundary conditions of a TOPP with third-order constraints consist of configuration velocities and accelerations at both the start and the goal. Combining with equation (5.1), one can compute the corresponding initial velocities and accelerations as

$$
s_0 = 0, \quad \dot{s}_0 = \frac{\|\dddot{q}(0)\|}{\|q'(0)\|}, \quad \ddot{s}_0 = \frac{\|\dddot{q}(0) - q''(0)s_0^2\|}{\|q'(0)\|},
$$

where $\dddot{q}(0)$ and $q''(0)$ are the initial joint velocity and acceleration respectively. The end conditions $(s_1, \dot{s}_1, \ddot{s}_1)$ can be computed similarly.

We consider third-order constraints of the form

$$
a(s)\dddot{s} + b(s)s\ddot{s} + c(s)s\dot{s} + d(s) \leq 0,
$$

where $a(s), b(s), c(s), d(s)$ are $m$-dimensional vectors.

As in the second-order case, the bounds (5.2) can represent a wide variety of constraints, from direct jerk bounds to bounds on torque rate or force rate. For instance, direct jerk bounds $(j_{\min} \leq \dddot{q} \leq j_{\max})$ can be accommodated by setting $a$, $b$, $c$, $d$ as follows

$$
a(s) = \begin{pmatrix} q'(s) \\ -q'(s) \end{pmatrix}, \quad b(s) = \begin{pmatrix} 3q''(s) \\ -3q''(s) \end{pmatrix},
$$
$$
c(s) = \begin{pmatrix} q'''(s) \\ -q'''(s) \end{pmatrix}, \quad d(s) = \begin{pmatrix} j_{\max} \\ j_{\min} \end{pmatrix}.
$$

Similar to the classical TOPP algorithm with second order constraints [16, 99], one can next define, at any state $(s, \dot{s}, \ddot{s})$, the minimum jerk $\gamma(s, \dot{s}, \dddot{s})$ and maximum jerk

\[1\] In fact, torque rate and force rate involve an additional term $\dot{s}e(s)$, but their treatment is not fundamentally different from what is presented in this chapter.
\[ \eta(s, \dot{s}, \ddot{s}) \] as follows
\[
\gamma(s, \dot{s}, \ddot{s}) := \max_j \left\{ \frac{-b_j(s)\ddot{s}^2 - c_j(s)\dot{s} - d_j(s)}{a_j(s)} \mid a_j(s) < 0 \right\},
\]
\[
\eta(s, \dot{s}, \ddot{s}) := \min_j \left\{ \frac{-b_j(s)\ddot{s} - c_j(s)\dot{s}^3 - d_j(s)}{a_j(s)} \mid a_j(s) > 0 \right\}.
\]
(5.3)

Here the subscript \( j \) denote the \( j \)-th component of a vector. Note that the above definitions neglect the case where some \( a_j \) are zero. As in the case of second-order constraints, a path position \( s \) where at least one of the \( a_i(s) \) is zero can trigger a singularity.

A profile is is a curve in the \((s, \dot{s}, \ddot{s})\)-space where \( s \) is always increasing. A time-parameterization of \( q \) corresponds to a profile connecting \((s_0, \dot{s}_0, \ddot{s}_0)\) to \((s_1, \dot{s}_1, \ddot{s}_1)\). From the definition of \( \gamma \) and \( \eta \), a time-parameterization of \( q \) satisfies the constraints (5.2) if and only if the jerk \( \ddot{s} \) along the corresponding profile satisfies \( \gamma \leq \ddot{s} \leq \eta \).

Next, we define a minimum jerk (respectively maximum jerk) profile as a profile along which \( \ddot{s} = \gamma(s, \dot{s}, \ddot{s}) \) (respectively \( \ddot{s} = \eta(s, \dot{s}, \ddot{s}) \)). From Pontryagin’s Maximum Principle, the time-optimal profile follows successively maximum and minimum jerk profiles [124]. Finding which profiles to follow and when to switch between two consecutive profiles is therefore the fundamental issue underlying TOPP with third-order constraints.

### 5.2.2. Introducing TOPP3

If there is no singularity, the optimal profile has a max-min-max structure [124]. Thus, to find the optimal profile, one can proceed as follows, see Fig. 5.1 for an illustration

1. integrate forward the maximum jerk profile (following \( \eta \)) from \((s_0, \dot{s}_0, \ddot{s}_0)\);
2. integrate backward the maximum jerk profile (following \( \eta \)) from \((s_1, \dot{s}_1, \ddot{s}_1)\);
3. find a minimum jerk profile that starts from one point on the first profile and ends at one point on the second one.

All profiles are integrated until failure unless otherwise specified.

To find the connecting profile of step (3), Tarkiainen and Shiller proposed to step along the first profile, integrate following minimum jerk and check whether it connects to the second profile. This exhaustive procedure is computationally inefficient and numerically unstable. We propose, in Section 5.3, a more efficient way (bridge) to perform the connection.

In the presence of singularities \( (a_i(s) = 0) \), the max-min-max procedure just described will fail, irrespective of the connection method. This is because the integrated profiles diverge as they approach a singularity and quickly terminate, see Fig. 5.3A.
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This behavior is the same as in the second-order case [99]. To address this issue, we propose, in Section 5.4, a method \textit{(extend)} that allows extending profiles \textit{through} singularities. Note that the structure of the final profile will no longer be max-min-max but max-min-max-...-min-max.

The above discussion can be encapsulated into Algorithm 2, which we call \textit{TOPP3}. In the next sections, we shall discuss in detail the two main components of TOPP3, namely \textit{bridge} and \textit{extend}.

\begin{algorithm}
\textbf{Algorithm 2: TOPP3}
\begin{algorithmic}
\State \textbf{Input} : Initial and final conditions \((s_0, \dot{s}_0, \ddot{s}_0), (s_1, \dot{s}_1, \ddot{s}_1)\)
\State \textbf{Output:} The optimal profile \(P_{\text{opt}}\)
\State \(P_{\text{forward}} \leftarrow \text{integrate forward from } (s_0, \dot{s}_0, \ddot{s}_0) \text{ following maximum jerk until termination}\)
\State \textbf{while} found next singularity \textbf{do}
\State \hspace{1em} \(P_{\text{forward}} \leftarrow \text{extend}(P_{\text{forward}}, \text{singularity})\)
\State \textbf{end}
\State \(P_{\text{backward}} \leftarrow \text{integrate backward from } (s_1, \dot{s}_1, \ddot{s}_1) \text{ following maximum jerk until termination}\)
\State \textbf{while} found next singularity \textbf{do}
\State \hspace{1em} \(P_{\text{backward}} \leftarrow \text{extend}(P_{\text{backward}}, \text{singularity})\)
\State \textbf{end}
\State \(P_{\text{opt}} \leftarrow \text{bridge}(P_{\text{forward}}, P_{\text{backward}})\)
\end{algorithmic}
\end{algorithm}

5.2.3. Remarks

Optimality of the connection

In the absence of singularities, the max-min-max structure described earlier is only a necessary condition for optimality and not a sufficient one. Theoretically, to find
the true optimal solution, it suffices to enumerate all candidates having max-min-max structure and select the one with the shortest time duration.

Next, since the first and last maximum jerk profiles are well-determined (their starting (respectively ending) conditions are given), different solutions only differ by the connecting minimum jerk profile. If there exists one unique minimum jerk profile that can connect the two maximum jerk profiles, then the corresponding solution is automatically the optimal one. In practice, we have never encountered the case when there are more than one possible connecting minimum jerk profile. Note that Tarkiainen and Shiller [124] implicitly assumed that there exists one unique connecting minimum jerk profile.

Other switching structures

The TOPP problem with second-order constraints involves three types of switch points, i.e., points where the optimal profile changes from minimum acceleration to maximum acceleration and vice-versa (cf. [99]): (a) singular (b) discontinuous and (c) tangent points. These switch points, in general, lie on the Maximum Velocity Curve (MVC).

We argue that TOPP with third-order constraints similarly involves singular, discontinuous and tangent switch points, and that those points, in general, lie on the Maximum and Minimum Acceleration Surfaces (MaAS and MiAS).

In Section 5.4, we shall discuss the singular switch points, which are the most commonly encountered and harmful (if inappropriately treated) switch points. As in the case of second-order constraints, discontinuous switch points can always be avoided if the path is sufficiently smooth. Finally, tangent switch points are left for future work. Let us simply note here that they occur much less frequently than singular switch points.

Another type of switching structure arises when constraints of different orders interact. For instance, in the classic TOPP problem, when an integrated profile hits a first-order constraint (e.g. direct velocity bound), then it must “slide” along the boundary defined by that first-order constraint, giving rise to a different type of switch point. We envisage that such switching behavior can also happen when first, second, and third-order constraints interact. The study of these interactions is also left for future work.

5.3. Connecting profiles using Multiple Shooting

Instead of the exhaustive search suggested in [124], we propose here a method, termed bridge, which is based on Multiple Shooting to find a minimum jerk profile that can connect two maximum jerk profiles. Specifically, consider the problem of connecting
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two maximum jerk profiles $\mathcal{M}$ and $\mathcal{N}$. We define a potential solution $\Gamma$ as a $(2N + 4)$-dimensional vector

$$\Gamma := [\dot{s}_0, \ddot{s}_0, \ldots, \dot{s}_N, \ddot{s}_N, s_M, s_N],$$

where $\dot{s}_i, \ddot{s}_i, i \in [0, N]$ are the guessed velocities and accelerations at the $i$-th point and $(s_M, s_N)$ are the guessed starting and ending positions on profiles $\mathcal{M}$ and $\mathcal{N}$ respectively. We consider a uniform grid, i.e.

$$s_i := s_M + \frac{i}{N}(s_N - s_M).$$

Next, assume that we integrate following minimum jerk from $(s_i, \dot{s}_i, \ddot{s}_i)$ until $s_j$. We define the function $X : \mathbb{R}^4 \rightarrow \mathbb{R}^2$ as

$$X(s_i, \dot{s}_i, \ddot{s}_i, s_j) := (\dot{s}_j, \ddot{s}_j),$$

where $\dot{s}_j, \ddot{s}_j$ are the corresponding velocity and acceleration at $s_j$. This allows us to define the defect function by

$$F(\Gamma) := \begin{pmatrix}
X(s_0, \dot{s}_0, \ddot{s}_0, s_1) - [\dot{s}_1, \ddot{s}_1]^T \\
X(s_1, \dot{s}_1, \ddot{s}_1, s_2) - [\dot{s}_2, \ddot{s}_2]^T \\
\vdots \\
X(s_{N-1}, \dot{s}_{N-1}, \ddot{s}_{N-1}, s_N) - [\dot{s}_N, \ddot{s}_N]^T \\
r_M(s_M) - [\dot{s}_0, \ddot{s}_0]^T \\
r_N(s_N) - [\dot{s}_N, \ddot{s}_N]^T
\end{pmatrix}, \quad (5.4)$$

where $r_M(s_M)$ (respectively $r_N(s_N)$) are the velocity and acceleration on profile $\mathcal{M}$ (respectively $\mathcal{N}$) at position $s_M$ (respectively $s_N$).

The connection problem can now be formulated as

$$\text{solve} \quad F(\Gamma) = 0$$

subject to $$s_{M,beg} \leq s_M \leq s_{M,end},$$
$$s_{N,beg} \leq s_N \leq s_{N,end},$$

$$\quad (5.5)$$

where $(s_{M,beg}, s_{M,end})$ denote positions of profile $\mathcal{M}$'s end points (respectively profile $\mathcal{N}$).

To solve (5.5), we employ the Newton method. Although the problem is non-linear and non-convex, the algorithm still converges very quickly to a solution. Fig. 5.2 shows a particular instance where a solution can be found in 4 iterations.

Regarding computational cost, we found that it correlates to the magnitude of jerk bounds. For instance, at $1000 \text{ rads}^{-3}$ a bridge function call takes only $10 \text{ ms}$ while at
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Singularities in the third-order case are very similar to those in the second-order case: (i) they arise at positions $s$ where the minimum and maximum jerk $\gamma$ and $\eta$ cannot be properly defined because of the division by $a_k(s) = 0$ for some $k$; (ii) they cause profiles to terminate prematurely, causing algorithm failure (see Fig. 5.3). In the sequel, we discuss how to characterize third-order singularities and how to address singularities, taking much inspiration from the second-order case [99].

5.4.1. Maximum and Minimum Acceleration Surfaces

In the second-order case, singularities mostly appear on the Maximum Velocity Curve (MVC) [99, 94, 112]. Here, we define the Maximum and Minimum Acceleration Surfaces (MaAS and MiAS), which are the third-order counterparts of the MVC.

Definition 10 (MaAS/MiAS). Consider the set of feasible accelerations

$$\mathcal{J}(s, \dot{s}) := \{ \ddot{s} \mid \exists \dddot{s}, a(s)\dddot{s} + b(s)\ddot{s} + c(s)s\dot{s} + d(s) \leq 0 \}.$$
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Figure 5.3.: A: Profiles approaching singularities (purple dashed lines) diverge and terminate early. The diverging directions include both vertical (along \( \dot{s} \) axis) and lateral (along \( \ddot{s} \) axis, which is not shown). However, profiles (purple solid lines) starting from a point lying between the singular curves (green dashed lines) are not affected by the singularities. B: Singularities consist of maximum or minimum singular curves lying on the maximum or minimum acceleration surfaces (MaAS/MiAS) respectively.

We define the MaAS and MiAS by

\[
\text{MaAS}(s, \dot{s}) := \max_{\ddot{s} \in \mathcal{J}(s, \dot{s})} \ddot{s},
\]

\[
\text{MaAS}(s, \dot{s}) := \min_{\ddot{s} \in \mathcal{J}(s, \dot{s})} \ddot{s}.
\]  

(5.6)

If \( \mathcal{J}(s, \dot{s}) \) is empty then the surfaces are not defined at \((s, \dot{s})\). ♦

This definition does not use the maximal controls \( \gamma \) and \( \eta \) but directly uses the constraints (5.2). The advantage is that even in the presence of a constraint \( k \) such that \( a_k(s) = 0 \), the surfaces are still well-defined. Additionally, on both surfaces, the maximum and minimum jerks are equal almost everywhere except on singular curves (see Prop. 4 in the Appendix).
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**Definition 11** (Singular curve). We say that the $k$-th constraint triggers a singularity at $s^*$ if $a_k(s^*) = 0$ and the set $C(s^*)$ defined by

$$
C(s^*) := \{(s^*, \dot{s}, \ddot{s}) \mid \exists \dddot{s} : \begin{cases}
    a_k(s^*)\dddot{s} + b_k(s^*)\dot{s} + c_k(s^*)\ddot{s} + d_k(s^*) = 0, \\
    a_j(s^*)\dddot{s} + b_j(s^*)\dot{s} + c_j(s^*)\ddot{s} + d_j(s^*) \leq 0, j \neq k
\end{cases} \} \tag{5.7}
$$

is non-empty. We say $C(s^*)$ is the singular curve at $s^*$.

We show in the Appendix that all singular curves lie on either the MaAS or MiAS (Prop. 6). Furthermore, a singular curve lies on the MaAS if $b_k(s^*) > 0$ and on the MiAS if $b_k(s^*) < 0$. We shall also refer to singular curves on MaAS and MiAS as maximum and minimum singular curves respectively.

As in the second-order case, we can note the following behaviors:

- Forward integrations following maximum jerk and backward integrations following minimum jerk diverge when they approach a minimum singular curve;

- Forward integrations following minimum jerk and backward integrations following maximum jerk diverge when they approach a maximum singular curve;

- Forward and backward integrations following either maximum jerk or minimum jerk starting from a feasible point at $s^*$ are not affected by the singular curves.

To understand these observations, we note that at fixed velocity $\dot{s} = \dot{s}_0$, constraints (5.7) has the same form as second order-constraints

$$
a_{2nd}(s)\dddot{s} + b_{2nd}(s)\dot{s}^2 + c_{2nd}(s) \leq 0, \tag{5.8}
$$

where $a_{2nd}, b_{2nd}, c_{2nd}$ are the corresponding vectors. In the second-order case, constraints (5.8) cause integrations to diverge. It therefore suggests that integrations (third-order) projected on to a fixed velocity surface would likely diverge, which is consistent with our observations. A more rigorous analysis is left for future work.

To compute a singular curve $C$ at $s^*$, we simply find the maximum and minimum velocities $\dot{s}^*_{\text{max}}, \dot{s}^*_{\text{min}}$ of each curve and compute $\dddot{s}^*$ by the equality constraint in Eq. (5.7). This procedure correctly returns $C$ because a singular curve is connected (See Prop. 3 in the Appendix).
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To compute $\dot{s}_{\text{max}}, \dot{s}_{\text{min}}$ one needs to solve a pair of linear programming problems

\[
\begin{align*}
\text{maximize} & \quad [0, 0, 1]^T [\dot{s}, \ddot{s}, \dot{s}^3] \\
\text{subject to} & \quad (5.7)
\end{align*}
\]

and

\[
\begin{align*}
\text{maximize} & \quad [0, 0, -1]^T [\dot{s}, \ddot{s}, \dot{s}^3] \\
\text{subject to} & \quad (5.7).
\end{align*}
\]

5.4.3. Extending a profile through a singularity

![Comparison of profiles](image)

Figure 5.4.: Comparison of the conjectured time-optimal extension (via the yellow point) with an extension computed by picking a feasible point lying at $s^*$ (black point) and uses it to extend the forward integration. Note that the profiles are projected onto the $(s, \dot{s})$ plane.

We now describe a method, termed **extend**, to extend a forward maximum jerk profile through a singularity $s^*$. As noted before, integrating forward following maximum jerk from $s^*$ is not problematic, so the main difficulty consists of connecting backwards to the initial forward profile.

Note first that there exists a family of possible backward connections, obtained as below

1. choose a feasible point at $s^*$ (i.e. a point $(s^*, \dot{s}, \ddot{s})$ for which there exists a feasible jerk);

2. integrate backward following maximum jerk from this point;

3. connect the original forward maximum jerk profile to the new backward maximum jerk profile by the bridge procedure of Section 5.3.

We conjecture that, within this family of possible connections, the **optimal connection** has the following properties
1. the starting point at \( s^* \) belongs to the maximum singular curve;

2. there is no backward maximum jerk profile: in other words, the connecting minimum jerk profile starts directly at \( s^* \);

3. as a consequence, the min-to-max switch happens directly at \( s^* \) and not before, as in the generic case above.

See Fig. 5.4 for an illustration.

Accordingly, we propose the following strategy to perform the backward connection using MSM. Using subscript \( A \) and \( C \) to denote the forward profile and the singular curve, we define a solution \( \Gamma \in \mathbb{R}^{2N+4}_+ \) as

\[
\Gamma := [\dot{s}_0, \ddot{s}_0, ..., \dot{s}_N, \ddot{s}_N, s_A, \dot{s}_C],
\]

where \( \dot{s}_i \) and \( \ddot{s}_i \) are the velocity and acceleration at \( s_i \), \( s_A \) and \( \dot{s}_C \) are the guessed starting position and ending velocity on \( A \) and \( C \) respectively. This gives the defect function

\[
F(\Gamma) := \begin{pmatrix}
X(s_1, \dot{s}_1, \ddot{s}_1, s_0) - [\dot{s}_0, \ddot{s}_0]^T \\
X(s_2, \dot{s}_2, \ddot{s}_2, s_1) - [\dot{s}_1, \ddot{s}_1]^T \\
\vdots \\
X(s_N, \dot{s}_N, \ddot{s}_N, s_{N-1}) - [\dot{s}_{N-1}, \ddot{s}_{N-1}]^T \\
r_A(s_A) - [\dot{s}_0, \ddot{s}_0]^T \\
r_C(\dot{s}_C) - [\dot{s}_N, \ddot{s}_N]^T
\end{pmatrix},
\]

(5.9)

where \( r_A(s_A) \) and \( r_C(\dot{s}_C) \) give the velocity and acceleration on the profile and the curve. Again, Newton’s method can be employed to find the root of (5.9).

There exists an additional difficulty with respect to Section III: the optimal jerk is ill-defined on the singular curves because of a division by zero: \( a_k(s^*) = 0 \). Taking again inspiration from [99], we can show that the optimal jerk on the singular curves is in fact given by the following singular jerk

\[
\ddot{s}_{sglr} = - \frac{d'_k(s^*) + c'_k(s^*)\dot{s}^3 + 3c_k(s^*)\ddot{s}\ddot{s} + b(s^*)(\dddot{s} + \dddot{s}^2/\dot{s})}{a'_k(s^*) + b_k(s^*)}.
\]

(5.10)

This expression can be derived similarly as in [99].

Fig. (5.4) compares the conjectured optimal connection with a generic connection. One can note that the conjectured profile has a higher velocity at any position, which implies time-optimality.

The case of a backward extension can be treated similarly.
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Table 5.1.: Kinematic limits for Denso robot arm

<table>
<thead>
<tr>
<th>Limits</th>
<th>J1</th>
<th>J2</th>
<th>J3</th>
<th>J4</th>
<th>J5</th>
<th>J6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vel (rads⁻¹)</td>
<td>3.92</td>
<td>2.61</td>
<td>2.85</td>
<td>3.92</td>
<td>3.02</td>
<td>6.58</td>
</tr>
<tr>
<td>Accel (rads⁻²)</td>
<td>19.7</td>
<td>16.8</td>
<td>20.7</td>
<td>20.9</td>
<td>23.7</td>
<td>33.5</td>
</tr>
<tr>
<td>Jerk (rads⁻³)</td>
<td>100.</td>
<td>100.</td>
<td>100.</td>
<td>100.</td>
<td>100.</td>
<td>100.</td>
</tr>
</tbody>
</table>

Figure 5.5.: A: Snapshots of the robot. B: The profile constrained at 100 rad/s³ (blue), the profile constrained at 1000 rad/s³ (purple) and the profile with unconstrained jerk (light blue). Singularities are plotted as green lines. Note that the profiles are projected onto the (s, ṡ) plane. C: Joint jerks versus time.

5.5. Simulation results

5.5.1. Simulation results

We implemented and tested TOPP3 on a random geometric path subjecting to constraints on joint velocities, accelerations and jerks (Table 5.1). Implementation of acceleration and velocity constraints follows [99].

Different scenarios were considered. In the first one, we set restrictive bounds on joint jerks at 100 rad/s³. There were several singularities which are plotted as green lines in Fig. 5.5. Despite the existence of these singularities, TOPP3 was able to compute the time-optimal parametrization. We note that TOPP3 extended the forward profile once via the maximum singular curve on the left.

Next, we considered a more practical set of bounds at 1000 rad/s³ on joint jerks. In this case, TOPP3 also terminated successfully. Moreover, we found that singularities did not affect the profiles: the final profile was computed without having to extend any profile via any singularities.

Lastly, we compared these profiles with one that does not subject to bounds on
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Figure 5.6.: Comparing the resulting trajectories from TOPP3 with 100 rad/s³ bound on joint jerks (A1-3), 1000 rad/s³ bound on joint jerks (B1-3) and one from TOPP without any bound on jerk (C1-3). Note that, when there is no bound on jerk, the latter reaches extremely high values (C3).

joint jerks (computed with the original TOPP algorithm). We observed that the profile bounded at 100 rad/s³ appears to be a smoothed version of the profile bounded at 1000 rad/s³, which in turn is a smoothed version of the one not subject to any jerk bound (Fig. 5.5).

Fig. 5.6 shows the joint trajectories computed from these profiles. We note that the profiles are bang-bang, satisfy all kinematic constraints and have different total duration. In particular, they last 1.36 sec, 1.19 sec and 1.18 sec. Note that, when there is no bound on jerk, the latter reaches extremely high values (Fig. 5.6-C3).

Table 5.2 reports computation time for the three scenarios respectively. The experiments were ran on a single core at 2.00 GHz and 8 Gb of memory. We remark that the pre-processing – computation of singularities and switch points – is written in Python and is significantly slower than the integration and MSM procedures which are written in Cython. Therefore, we only compared the total time* which neglects pre-processing. In this regard, computing the first and second profiles took 83 times and 19 times longer than the third one.

5.5.2. Singularities caused by third-order constraints

Third-order singularities appear quite frequently, almost as frequent as singular switch points which are many [99]. In the Fig. 5.5, one can see that the singular curves (green lines) correspond to points where the MVC is continuous but is not differentiable, which are singular switch points [99].

We observed that in the second scenario (1000 rad/s³), singularities did not affect integrations. We found that this phenomenon only appears when the bounds on joint
5.6. Summary

Table 5.2.: Computation time for different levels of bound on joint jerks

<table>
<thead>
<tr>
<th>Jerk bound (rad/s^3)</th>
<th>100</th>
<th>1000</th>
<th>∞</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time step (ms)</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total (ms)</td>
<td>754</td>
<td>181</td>
<td>72</td>
</tr>
<tr>
<td>integrate</td>
<td>4.05</td>
<td>2.36</td>
<td>2.24</td>
</tr>
<tr>
<td>bridge</td>
<td>364</td>
<td>42.2</td>
<td>0.3</td>
</tr>
<tr>
<td>extend</td>
<td>134</td>
<td>73.2</td>
<td>3.50</td>
</tr>
<tr>
<td>Pre-process</td>
<td>243</td>
<td>63.7</td>
<td>65.9</td>
</tr>
<tr>
<td>Total^2 (ms)</td>
<td>511</td>
<td>118</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>83x</td>
<td>19x</td>
<td>1x</td>
</tr>
</tbody>
</table>

Jerks are high in comparison with the bounds on joint accelerations. Here is one possible explanation: at high jerk bounds, the singular curves have high acceleration. However, as second-order constraints restrict integrations from having high acceleration, the integrations will not come close to these curves. Now, as analyzed, we observe that integrations only diverge near to the singular curves; therefore, these integrations are not affected. The precise conditions at which this happens is left for future work.

5.6. Summary

In this chapter, we have studied the structure of the Time-Optimal Path Parameterization (TOPP) problem with third-order constraints. We have argued that the optimal profile can be obtained by integrating alternatively maximum and minimum jerk, yielding a max-min-max-...-min-max structure. We have identified two main difficulties in the integration process: (i) how to smoothly connect two maximum jerk profiles by a minimum jerk profile, and (ii) how to extend the integration through singularities which, if not properly addressed, would systematically cause integration failure. We proposed some solutions to these two difficulties and, based on these solutions, implemented an algorithm – TOPP3 – to solve the TOPP problem with third-order constraints in a number of representative scenarios.

There are still a number of open theoretical and practical questions, which we are currently actively investigating. For instance,

1. Under which condition the profile returned by the connection procedure (bridge) is unique? Alternatively, can we enumerate all connecting profiles?

2. Similarly, under which condition the profile returned by the extension procedure (extend) is unique?

^2Not including time to compute singularities and switch points.
3. How to characterize and address the tangent switch points (which probably exist in the form of tangent curves)?

Addressing all these (difficult) questions will enable us to implement TOPP3 in a fast and robust manner, which in turn can be useful for a wide range of robotics applications.

5.7. Additional proofs and remarks

5.7.1. Some proofs regarding third-order singularities

**Proposition 1.** All singular curve lies on either the MaAS or the MiAS. Furthermore, a singular curve lies on the MaAS if $b_k(s^*) > 0$ and on the MiAS if $b_k(s^*) < 0$.

We assume $b_k(s^*) \neq 0$ since it is fairly rare for both $a_k$ and $b_k$ to become zero.

**Proof.** We will prove the first proposition by contradiction. Consider a singular curve $C$ triggered by the $k$-th constraint, there exists a point $(s^*, \dot{s}^*, \ddot{s}^*) \in C$ that do not lie on either the MaAS or MiAS. That is

$$\text{MaAS}(s^*, \dot{s}^*) < \ddot{s}^* < \text{MaAS}(s^*, \dot{s}^*).$$

It follows that we can always find $\ddot{s}_1$ and $\ddot{s}_2$ such that

$$\text{MaAS}(s^*, \dot{s}^*) < \ddot{s}_2 < \ddot{s}^* < \ddot{s}_1 < \text{MaAS}(s^*, \dot{s}^*).$$

Now, by equation (5.7), we have the equality

$$b_k(s^*)\ddot{s}^* + c_k(s^*)\dot{s}^* \ddot{s} + d_k(s^*) = 0,$$

since $a_k(s^*) = 0$. Now, if $b_k(s^*) > 0$, we replace $\ddot{s}^*$ with $\ddot{s}_1$ and notice that $\ddot{s} > 0$ to see that equation (5.11) is strictly positive. Similarly if $b_k(s^*) < 0$ then we replace $\ddot{s}^*$ with $\ddot{s}_2$ to see that equation (5.11) is strictly negative. Both are contradictions. We neglect the case where $b_k(s^*) = 0$.

Finally, to prove the second proposition, we simply remark that if $b_k(s^*) > 0$, then there must not exists any feasible $\ddot{s}_1$ that is greater than $\ddot{s}^*$. It therefore follows that

$$\ddot{s}^* = \text{MaAS}(s^*, \dot{s}^*).$$

The case where $b_k(s^*) < 0$ is proven similarly.

**Proposition 2.** The maximum and minimum jerks are equal almost everywhere on the MaAS and the MiAS except on singular curves.
Proof. Considering a point at \((s_0, \dot{s}_0, \ddot{s}_0)\) on the MaAS which does not lie on any singular curve, by definition, \(\ddot{s}_0\) is the maximum acceleration for \(s = s_0, \dot{s} = \dot{s}_0\) subjecting to constraints (5.7). Since all constraints (5.7) are linear the set of feasible \((\ddot{s}, \dot{s}, s)\) is a convex polygon on the plane.

Now, since this polygon does not contain any edge that is parallel to the \(\ddot{s}\)-axis \(((s_0, \dot{s}_0, \ddot{s}_0)\) does not lie on any singular curve), \(\ddot{s} = \ddot{s}_0\) is maximized at a single vertex of the polygon. Therefore there is only one feasible jerk for \(\ddot{s} = \ddot{s}_0\).

A similar proof can be written for the MiAS.

**Proposition 3.** Singular curves are connected.

Proof. Consider a singular curve \(C\) in the \((s, \dot{s}, \ddot{s})\) space triggered by the \(k\)-th constraint. Let the convex set defined by the feasibility condition (5.7) be \(A\) and the mapping from \(A\) using the equality

\[
b_k(s^*) \ddot{s} s + c_k(s^*) s^3 + d_k(s^*) = 0.
\]

to the singular curve \(C\) be \(f\). By definition, \(f(A) = C\).

Now, since \(A\) is convex and thus connected and \(f\) is also continuous for \(b_k(s^*) \neq 0, \ddot{s}^* \neq 0\), using Theorem 4.22 in [106], it follows that \(C\) is connected.
Chapter 6.

Time-Optimal Path Tracking via Reachability Analysis

6.1. Introduction

Time-optimal motion planning and control along a predefined path are fundamental and important problems in robotics, motivated by many industrial applications, ranging from machining, to cutting, to welding, to painting, etc.

The planning problem is to find the Time-Optimal Path Parameterization (TOPP) of a path under kinematic and dynamic bounds. The underlying assumptions are that the robot is perfectly modeled, no perturbations during execution and no initial tracking errors. This problem has been extensively studied since the 1980’s [16], see [99, 100] for recent reviews.

The control problem, which looks for a control strategy to time-optimally track the path while accounting for model inaccuracies, perturbations and initial tracking errors, is comparatively less well understood. We refer to this problem as the Time-Optimal Path Tracking problem, or “path tracking problem” in short.

6.1.1. Contributions of the chapter

To guarantee that the path controller will always find feasible controls requires a certain level of foresight: one needs to take into account all possible perturbations along the path. In this chapter, we build on the recent formulation of TOPP by Reachability Analysis [96] to provide such foresight. Specifically, we compute sets of robust con-
trollable states \(^1\) that guarantee the existence of feasible controls for bounded tracking errors. From these sets, a class of path tracking controllers that have exponential stability and feasibility guarantees is identified. The time-optimal controller is then found straightforwardly.

The rest of the chapter is organized as follows. Section 6.2 provides the background on the path tracking problem and the path tracking controller. Section 6.3 presents the main contributions. Section 6.4 reports experimental results, demonstrating the effectiveness of the proposed approach. Finally, Section 6.5 delivers concluding remarks and sketches directions for future research.

6.1.2. Notation

We adopt the following conventions. Vectors are denoted by bold letters: \( \mathbf{x} \). The \( i \)-th component of a vector is denoted using subscript \( i \): \( x_i \). A vector quantity at stage \( j \) is denoted by bold letters with subscript \( j \): \( \mathbf{x}_j \), its \( i \)-th component is denoted by adding a second subscript \( i \): \( x_{ji} \). Define function \( \phi(s, s^d; \mathbf{p}) := [\mathbf{p}(s)^\top, \mathbf{p}'(s)^\top s^d]^\top \), argument \( \mathbf{p} \) will be neglected if clear from context. If \( \mathbf{x}, \mathbf{y} \) are two vectors, \( (\mathbf{x}, \mathbf{y}) \) denote the concatenated vector \( (\mathbf{x}^\top, \mathbf{y}^\top)^\top \). Values of differential quantities, such as \( \dot{\mathbf{q}} \), have superscript \( d \): \( q^d_0 \).

\(^1\)These are parameterization states, which are defined as squared path velocities. In Section 6.3, precise definitions are given.
6.2. Background: Path Tracking problem and controllers

6.2.1. Path Tracking problem

Path tracking is the problem of designing a controller to make the robot’s joint positions follow a path parameterization of a predefined path. The path parameterization is not fixed but is generated by the controller in an online manner.

Specifically, we consider a $n$-dof manipulator with the dynamic equation

$$M(q)\ddot{q} + \dot{q}^T C(q)\dot{q} + h(q) = \tau,$$

where $q \in \mathbb{R}^n$ and $\tau \in \mathbb{R}^n$ denote the vectors of joint positions and joint torques; $M, C, h$ are appropriate functions. The joint torques are bounded:

$$\tau_{\text{min}} \leq \tau \leq \tau_{\text{max}}.$$

A geometric path is a twice-differentiable function $p(s)_{s \in [0, 1]} \in \mathbb{R}^n$. Notice that in contrast with the previous chapter, here a different letter is used to denote the path, distinguished with from the trajectory. We make this choice to improve the clarity of later presentation. A path parameterization is a twice-differentiable non-decreasing function $s(t)_{t \in [0, T]} \in [0, 1]$. Path parameterizations are also subject to terminal velocity constraints of the form $\dot{s}(T) \in I_{\text{end}}$, where $I_{\text{end}}$ is called the terminal set. To generate the parameterization, one directly controls the path acceleration. Let $u$ denote the path parameterization control: $\ddot{s} = u$.

The state-space equation of the coupled system consisting of the manipulator and the path parameterization reads

$$\frac{d}{dt} \begin{bmatrix} q \\ \dot{q} \\ s \\ \dot{s} \end{bmatrix} = \begin{bmatrix} M(q)^{-1}(\tau - \dot{q}^T C(q)\dot{q} - h(q)) \\ \dot{q} \\ s \\ \dot{s} \\ u \end{bmatrix}. \quad (6.3)$$

Let $y$ denote the state of the coupled system $[q, \dot{q}, s, \dot{s}]$, Eq. (6.3) can be written concisely as

$$\dot{y} = f(y) + g(y) \begin{bmatrix} \tau \\ u \end{bmatrix}. \quad (6.4)$$

Consider a control law $[\tau, u] = \pi(y)$ that always satisfies the torque bounds, one
obtains the autonomous dynamics
\[
\dot{y} = f(y) + g(y)\pi(y) = \hat{f}(y).
\] (6.4)

We say that \(y(t)_{t \in [0, T]} \in \mathbb{R}^{2n+2}\) is a solution of Eq. (6.4) if
\[
\dot{y}(t) = \hat{f}(y(t)), \quad y_{2n+1}(t) \in [0, 1], \ \forall t \in [0, T].
\]

It is a feasible solution if additionally,
\[
y_{2n+2}(t) \geq 0, \ \forall t \in [0, T], \quad y_{2n+1}(T) = 1, \ y_{2n+2}(T) \in \Pi_{\text{end}}.
\]

It is a solution with initial value \(y_0\) if \(y(0) = y_0\).

The coupled system is stable at \((s_0, s_0^d) \in [0, 1] \times [0, \infty]\) if for any \(R > 0\), there exist \(r > 0\) such that if \(\|(q_0, q_0^d) - \phi(s_0, s_0^d; p)\|_2 \leq r\), the solution \(y = (q, \dot{q}, s, \dot{s})\) with initial value \((q_0, q_0^d, s_0, s_0^d)\) exists and
\[
\|(q(t), \dot{q}(t)) - \phi(s(t), \dot{s}(t))\|_2 < R, \ \forall t \in [0, T].
\]

See Section 6.1.2 for the definition of the function \(\phi\). The coupled system is exponentially stable at \((s_0, s_0^d) \in [0, 1] \times [0, \infty]\) if it is stable and there exist \(r_e > 0\) such that if \(\|(q_0, q_0^d) - \phi(s_0, s_0^d; p)\|_2 \leq r_e\), the solution \(y = (q, \dot{q}, s, \dot{s})\) with initial value \((q_0, q_0^d, s_0, s_0^d)\) exists and satisfies
\[
\|(q(t), \dot{q}(t)) - \phi(s(t), \dot{s}(t))\|_2 < Ke^{-\lambda t}, \ 0 \leq t \leq T,
\]
for some positive real numbers \(K, \lambda\).

The idea of augmenting to the path tracking problem the path velocity and acceleration variables has been proposed earlier in the literature, in the context of non-time-optimal path tracking [14, 39] or nonlinear trajectory tracking [80].

### 6.2.2. Path Tracking controllers

A path tracking controller consists of a path controller, which controls the path acceleration to generate a desired joint trajectory \(q_d(t) := p(s(t))\), and a tracking controller that controls the joint torques to track the desired joint trajectory.

A common control objective is to track a predefined reference path parameterization. Here we consider the time-optimal objective, which is to traverse the path as fast as possible.
Similar to [33] and subsequent developments presented in [32, 14], we employ the computed-torque trajectory tracking scheme for the tracking controller. This scheme implements the following control law

$$
\tau = M(q)[\ddot{q}_d + K_p e + K_d \dot{e}]
+ \dot{q}^\top C(q) \dot{q} + h(q),
$$

(6.5)

where e denote the joint positions error vector, defined as $e := q_d(t) - q(t)$, $K_p$ and $K_d$ are the PD gain matrices. The vector $(e, \dot{e})$ is called the tracking error. The first and second time derivatives of the desired joint trajectory, which are used in (6.5), are given by

$$
\dot{q}_d(t) = p'(s(t)) \dot{s}(t),
$$
$$
\ddot{q}_d(t) = p'(s(t)) \ddot{s}(t) + p''(s(t)) \dot{s}(t)^2.
$$

Rearranging Eq. (6.5), one obtains a formula for joint torques:

$$
\tau = \hat{a}(y) \dot{s} + \hat{b}(y) \dot{s}^2 + \hat{c}(y),
$$

(6.6)

where

$$
\hat{a}(y) = M(p(s) + e)p'(s),
$$
$$
\hat{b}(y) = M(p(s) + e)p''(s) + p'(s)\top C(p(s) + e)p'(s),
$$
$$
\hat{c}(y) = M(p(s) + e)[K_p e + K_d \dot{e}]
+ 2\dot{e}\top C(p(s) + e)p'(s)\dot{s} + h(p(s) + e).
$$

We observe that if the tracking error is zero, the coefficients $\hat{a}, \hat{b}, \hat{c}$ depend only on the path position $s$ and not on the path velocity $\dot{s}$. Indeed in this case, the coefficients reduce to

$$
a(s) = M(p(s))p'(s),
$$
$$
b(s) = M(p(s))p''(s) + p'(s)\top C(p(s))p'(s),
$$
$$
c(s) = h(p(s)).
$$

We call $a, b, c$ the nominal coefficients. Additionally, by inspection, we see that the coefficients $\hat{a}, \hat{b}, \hat{c}$ are continuous with respect to the tracking error $e, \dot{e}$.

It follows from the definition of continuous functions that for any pair $(s, s^d) \in [0, 1] \times [0, \infty]$ and any positive number $R$ there exists $r > 0$ such that for all $t \in [1 \ldots n]$

$$
\left\| \begin{bmatrix} e \\ \dot{e} \end{bmatrix} \right\|_2 < r \quad \Rightarrow \quad \left\| \begin{bmatrix} \hat{a}_i(q, \dot{q}, s, s^d) - a_i(s) \\ \hat{b}_i(q, \dot{q}, s, s^d) - b_i(s) \\ \hat{c}_i(q, \dot{q}, s, s^d) - c_i(s) \end{bmatrix} \right\|_2 < R.
$$

(6.7)

This result implies that for tracking errors with sufficiently small magnitude, the coefficients $\hat{a}, \hat{b}, \hat{c}$ vary around the nominal coefficients $a, b, c$. Furthermore, since the
path velocity can always be assumed to be bounded, we can strengthen this result: there exists \( \bar{r} > 0 \) such that Eq. (6.7) holds for any pair \((s, s^d)\).

### 6.2.3. Difficulties with designing path controllers

The fundamental difficulty with designing path controllers is that the coefficients \( \hat{a}, \hat{b}, \hat{c} \) are only available online. Hence, it is non-trivial to avoid situations in which there is no path acceleration that satisfies Eq. (6.6). A consequence of this infeasibility is that exponential convergence of the actual joint trajectory to the desired joint trajectory is not guaranteed because of saturating torque bounds. This difficulty also renders reaching the terminal set challenging.

### 6.3. Solving the Time-Optimal Path Tracking problem

#### 6.3.1. Exponential stability with robust feasible control laws

In the last section, it was shown that if tracking errors have small magnitude, the coefficients of Eq. (6.6) vary around the nominal coefficients. Motivating by this observation, we introduce the notion of robust feasible control laws. Note that in this section, control laws refer to control laws for selecting path parameterization controls \( u \), not the coupled control \([\tau, u]\).

Specifically, a control law is a function that computes the path acceleration from the current path position, the current path velocity and the coefficients:

\[
u(t) = \pi(s(t), \dot{s}(t), \hat{a}(t), \hat{b}(t), \hat{c}(t)).\]

The control law \( \pi \) is robust feasible at the pair \((s_0, s^d_0)\) if there exists \( R > 0 \) such that for any set of coefficients

\[
\hat{a}(t) := a(s(t)) + \Delta_a(t), \hat{b}(t) := b(s(t)) + \Delta_b(t), \quad \hat{c}(t) := b(s(t)) + \Delta_c(t),
\]

where the perturbations \( \Delta_a, \Delta_b, \Delta_c \) are arbitrary continuous functions satisfying

\[
\|(\Delta_{a,i}(t), \Delta_{b,i}(t), \Delta_{c,i}(t))\|_2 < R, \forall t, i \in [1, \ldots, n], \quad (6.8)
\]
the generated parameterization $s(t)$ is feasible, that is

$$s(0) = s_0, \dot{s}(0) = s_0^d, \quad (6.9)$$

$$\exists T, s(T) = 1, \dot{s}(t) \in I_{\text{end}}, \quad (6.10)$$

$$\forall t \in [0, T], \dot{s}(t) \geq 0 \quad (6.11)$$

$$\forall t \in [0, T], \text{Eq. (6.8) holds.} \quad (6.12)$$

The following result shows that a robust feasible control law ensures exponentially stable path tracking.

**Proposition 4.** Consider a path tracking controller with (path acceleration) control law $\pi$. If $\pi$ is robust feasible at $(s_0, s_0^d)$ then the coupled system is exponentially stable at $(s_0, s_0^d)$.

**Proof.** Let $R$ denote the bound on the magnitude of the perturbations such that $\pi$ is robust feasible. Select $\bar{r} > 0$ such that Eq. (6.7) holds for $R$ being the scalar bound in Eq. (6.19) and for all $(s, s^d)$. Select $(q_0, q_0^d)$ such that the norm of the initial tracking error is less than $\bar{r}$.

Suppose we remove the torque bounds, the computed-torque tracking controller is exponentially stable. Thus, the tracking error converges exponentially to zero and its norm remains smaller than $\bar{r}$. Again using Eq. (6.7), it follows that the norm of the perturbations is always smaller than $R$.

Since $\pi$ is robust feasible at $(s_0, s_0^d)$ for $R$ being the upper bound on the magnitude of the perturbations, the resulting parameterization $s(t)$ is feasible. It follows that the torque bounds are always satisfied. Therefore, the coupled path tracking system is exponentially stable at $(s_0, s_0^d)$ according to the definition given in Section 6.2.1.

Notice that the definition of robust feasible control laws does not require a specific $R$. In fact, as seen in the proof of Proposition 4, continuity of the coefficients guarantees the existence of $\bar{r}$ such that Eq. (6.8) holds for any value of $R$. It can be observed that $\bar{r}$ is the radius of a ball lying inside the region of attraction of the path tracking controller.

### 6.3.2. Characterizing robust feasible control laws

We now provide a characterization of robust feasible control laws. This development follows and extends the analysis of the Time-Optimal Path Parameterization problem in [96].

Discretize the interval $[0, 1]$ into $N + 1$ stages

$$0 =: s_0, s_1, \ldots, s_N := 1.$$
Define the state \( x_i \) and the control \( u_i \) as the squared velocity at \( s_i \) and the constant acceleration over \([s_i, s_{i+1}]\). One obtains the transition function

\[
x_{i+1} = x_i + 2\Delta_i u_i, \tag{6.13}
\]

where \( \Delta_i := s_{i+1} - s_i \). We say that \( u_i \) “steers” \( x_i \) to \( x_{i+1} \). See [96] for a derivation of Eq. (6.13).

At each stage, there are \( n \) pairs of torque bounds. The \( j \)-th pair of torque bounds at stage \( i \) is

\[
\tau_{\text{min},j} \leq \tau_{ij} = \hat{a}_{ij} u_i + \hat{b}_{ij} x_i + \hat{c}_{ij} \leq \tau_{\text{max},j}. \tag{6.14}
\]

The coefficients \( \hat{a}_{ij}, \hat{b}_{ij}, \hat{c}_{ij} \) are assumed to vary around known nominal coefficients \( a_{ij}, b_{ij}, c_{ij} \):

\[
\hat{a}_{ij} = a_{ij} + \Delta a_{ij}, \quad \hat{b}_{ij} = b_{ij} + \Delta b_{ij}, \quad \hat{c}_{ij} = c_{ij} + \Delta c_{ij}, \tag{6.15}
\]

\[
\| (\Delta a_{ij}, \Delta b_{ij}, \Delta c_{ij}) \|_2 \leq R. \tag{6.16}
\]

The terms \((\Delta a_{ij}, \Delta b_{ij}, \Delta c_{ij})\) are also called the perturbations. \( R \) is a parameter that be tuned to account for the magnitude of initial tracking errors. See the discussion at the end of Section 6.3.1 for more details. A control is feasible if it satisfies the constraints and is robust feasible if it satisfies all realizations of the constraints. Finally, the terminal velocity constraint is transformed to

\[
x_N \in X_f := \{ x : \sqrt{x} \in I_{\text{end}} \}.
\]

We say that a state is robust controllable at stage \( i \) if there exists a sequence of robust feasible controls that steers it to \( X_f \). The set of robust controllable states at stage \( i \) is called the \( i \)-stage robust controllable set \( K_i \).

In this discrete reformulation, the control law becomes a function \( \pi \) that maps the stage index, the state and the constraint coefficients \((i, x_i, \hat{a}_i, \hat{b}_i, \hat{c}_i)\) to a control. Similarly, a control law is robust feasible at \((i, x_i)\) if it steers \( x_i \) to the terminal set from stage \( i \) for any realization of the constraints with feasible controls.

We now give a characterization of robust feasible control laws.

**Proposition 5.** For any state in \( K_i \) and any realization of the constraints, there exists at least one feasible control that steers that state to \( K_{i+1} \). If at any stage \( i \), a control law steers states in \( K_i \) to \( K_{i+1} \), it is robust feasible at all robust controllable states at all stages.

This characterization of robust feasible control laws is only useful if one can compute the robust controllable sets. To do so, we first introduce the notion of the robust
one-step set. Given a target set $\mathbb{I} \subseteq \mathbb{R}$, the $i$-stage robust one-step set $Q_i(\mathbb{I})$ is the set of states such that at each state, there is a robust feasible control that steers it to $\mathbb{I}$.

**Proposition 6.** The $i$-stage robust controllable sets, for $i \in [0, \ldots, N]$, can be computed recursively by

$$K_N = X_f, \quad K_i = Q_i(K_{i+1}). \quad (6.17)$$

A proof of this statement is omitted due to space constraints. Interested readers can refer to [96] for the proof of a similar result. We can now give a proof of Proposition 5 below.

**Proof of Proposition 5.** Let $x_i$ be a state in $K_i$. Since $x_i$ is robust controllable, there exists a sequence of controls $(u_i, \ldots, u_{N-1})$ that are robust feasible and the resulting sequence of states $(x_{i+1}, \ldots, x_N)$ satisfies $x_N \in X_N$. Observe that this implies $x_{i+1}$ is robust controllable, and hence, $u_i$ is a robust feasible control that steer $x_i$ to $K_{i+1}$.

Consider a control law that steers states in $K_i$ for any stage $i$ to $K_{i+1}$. It is clear that this control law steers any robust controllable states to $K_N$. Since $K_N = X_f$, see (6), the control law is robust feasible. \qed

A class of convex sets that can be handled quite efficiently is the class of Conic-Quadratic representable (CQr) sets [6]. A set of vectors $\epsilon$ is CQr if it is defined by finitely many conic-quadratic constraints

$$\left\| D_i \begin{bmatrix} \epsilon \\ \nu \end{bmatrix} - d_i \right\|_2 \leq p_i^\top \begin{bmatrix} \epsilon \\ \nu \end{bmatrix} - q_i, \quad i \in [1, \ldots, k].$$

**Proposition 7.** If $\mathbb{I}$ is an interval, the set of state and robust feasible control pairs $(x, u)$ that satisfies $x + 2\Delta_i u \in \mathbb{I}$ is a CQr. Furthermore, $Q_i(\mathbb{I})$ is an interval.

Indeed, from Eq. (6.14) and Eq. (6.15), the $j$-th joint torque is given by

$$\tau_{ij} = \begin{bmatrix} a_{ij} & b_{ij} & c_{ij} \end{bmatrix} \begin{bmatrix} u_i \\ x_i \\ 1 \end{bmatrix} + \begin{bmatrix} \Delta_{a,ij} & \Delta_{b,ij} & \Delta_{c,ij} \end{bmatrix} \begin{bmatrix} u_i \\ x_i \\ 1 \end{bmatrix}.$$

Since the norm of the perturbation is bounded, see Eq. (6.16), one obtains the inequality

$$\tau_{ij} \leq \begin{bmatrix} a_{ij} & b_{ij} & c_{ij} \end{bmatrix} \begin{bmatrix} u_i \\ x_i \\ 1 \end{bmatrix} + R \left\| \begin{bmatrix} u_i \\ x_i \\ 1 \end{bmatrix} \right\|_2. \quad (6.18)$$
It is clear that if and only if the right-hand side is not greater than $\tau_{\text{max},j}$, the pair $(u_i, x_i)$ satisfies all realizations of this constraint. One obtains the conic-quadratic constraint

$$R \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} u_i \\ x_i \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \end{bmatrix} \leq - \begin{bmatrix} a_{ij} & b_{ij} \end{bmatrix} \begin{bmatrix} u_i \\ x_i \end{bmatrix} - c_i + \tau_{\text{max},j}. \quad (6.19)$$

Note that the lower bound can be handled in a similar way. Instead of finding the upper bound of $\tau_{ij}$, one derives the lower bound

$$\tau_{ij} \geq a_{ij} b_{ij} c_{ij} - R \begin{bmatrix} u_i \\ x_i \end{bmatrix} - R \begin{bmatrix} u_i \\ x_i \end{bmatrix}. \quad (6.20)$$

By requiring the right-hand side to be greater than or equal to $\tau_{\text{min},j}$, one obtains another conic-quadratic constraint.

Finally, if $I$ is an interval, the constraint $x + 2\Delta_i u \in I$ is equivalent to two linear inequalities, which are clearly CQr. $Q_i(I)$ being an interval is a simple corollary.

From Proposition 7, one can formulate a pair of conic-quadratic optimization programs to compute the robust one-step set for any given target set. One program maximizes $x$ while one program minimizes. Computing the robust controllable sets is then possible with Proposition 6.

### 6.3.3. A control law for time-optimal path tracking

Proposition 5 can be used to identify a class of control laws that are robust feasible, which, by Proposition 4 are exponentially stable. What is then the control law that realizes the shortest traversal time in this class? We give the following conjecture.

**Conjecture 1.** In the class of control laws that for all $i$ steers states in $K_i$ to $K_{i+1}$, the control law that always chooses the greatest feasible controls is time-optimal.

We currently do not have a proof of this conjecture. Regardless, in our experiments, the conjecture is verified by comparing the traversal time with the duration of the time-optimal path parameterization.
6.4. Simulation results

We simulated a 6-axis robotic arm and controlled it to track a geometric path $p(s)_{s \in [0,1]}$ with zero terminal velocity constraint. The torques bounds are

$$\tau_{\text{max}} = -\tau_{\text{min}} = [120., 280., 280., 120., 80., 80.](\text{Nm}).$$

Fig. 6.2 visualizes the swinging motion. Initially the robot was at rest and had an initial joint positions error with magnitude 0.1 rad. Forward dynamic computations were performed using OpenRAVE [35] and the dopri5 solver. We sampled joint torques at sample time 1 ms.

We implemented the time-optimal path tracking controller conjectured in Section 6.3.3, with the bounds on the norm of the perturbations $R$ set uniformly to 0.5. The number of discretization step $N$ was set to 100.

Computing the robust controllable sets excluding computations of the coefficients took 120 ms using our package toppra. We solved the conic-quadratic programs using the Python interface of ECOS [37]. Note that computing the coefficients involves evaluating the inverse dynamics twice per stage [99], which had a total running time of 40 ms. Online computations of the controls $(\tau, u)$ took 0.50 ms per time step. All computations were done on a single core of a laptop at 3.800 GHz.

We compared our controller, called the Time-Optimal Path Tracking controller (TOPT), with the Online Scaling controller (OS) in [32] and the Computed-Torque Trajectory Tracking controller (TT) in [120]. The OS controller tracked the time-optimal path.
parameterization of the given geometric path, while the TT controller tracked the time-optimal trajectory.

<table>
<thead>
<tr>
<th></th>
<th>TOPT</th>
<th>OS</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max pos. err. (rad)</td>
<td>0.10</td>
<td>0.491</td>
<td>0.493</td>
</tr>
<tr>
<td>Tracking dur. (sec)</td>
<td>1.021</td>
<td>1.017</td>
<td>1.017</td>
</tr>
</tbody>
</table>

Figure 6.3.: **A**: Norms of joint position errors of three controllers: TOPT, OS and TT. **B**: The path position-squared path velocity space showing parameterizations (solid lines) generated online by the TOPT and OS controllers, the robust controllable sets (dashed lines).

We observe that the TT controller was incapable of handling the initial position error: Fig. 6.3A shows that position errors increased quickly reaching a maximum norm of 0.49 rad before stabilizing.

The OS controller was only able to regulate position errors during the initial segment. At $s \approx 0.18$, position errors increased sharply. See Fig. 6.3A. We note that at this instance, the OS controller was not able to find any feasible path acceleration. This event can be observed in Fig. 6.3B as a sharp spike on the generated parameterization.

The TOPT controller did not show any of the above problems. The joint positions converged quickly to zero. The total tracking duration of the TOPT controller was
slightly higher than the *optimal duration*: about 1% longer. See Table 6.1 for the durations.

Finally, we observed that the parameterization generated by the TOPT controller differed from the parameterization generated by the OS controller mostly *during decelerating path segments*. See for instance the path position interval \( s \in [0.05, 0.15] \) in Fig. 6.3. Specifically, it can be seen that the TOPT controller “slowed down” in order to stay within the robust controllable sets. This helped the TOPT controller avoids the infeasibility at \( s = 0.18 \).

### 6.5. Summary

In this chapter, we considered the Time-Optimal Path Tracking problem: given a geometric path, find the control strategy to traverse the path time-optimally while regulating tracking errors. We have introduced the Time-Optimal Path Tracking controller and shown that the controller outperforms existing methods. The key innovation is the use of robust controllable sets, which intuitively define the sets of “safe” path parameterizations that can be tracked while accounting for possible variations of the coefficients. The technique used in this chapter is Reachability Analysis, a new method for analyzing path parameterization problems [96].

Several matters have been left for future investigations. Important questions include how to evaluate and optimize the region of attraction of path tracking controllers. Another direction is extending the approach to handle industrial manipulators with position or velocity interfaces and to account for higher-ordered constraints such as joint jerk bounds.
Chapter 7.

Conclusion

The recent recognition of robotics [60, 19, 48] has led to new challenges on motion planning and control. With the goal of resolving these challenges, this thesis has presented four contributions. The first is an efficient and robust algorithm that solves the Time-Optimal Path Parameterization (TOPP) problem for a wide class of robots and tasks. The second is an experimental case study of the challenging task of transporting objects with suction cup critically fast. As the third and fourth contributions, I have presented analyses and solutions for two well-known issues associated with time-optimal motions in practice: infinite joint jerk at switching points and poor tracking performance.

Looking back at the original TOPP problem formulated by Bobrow et al. [16]–computing the time-optimal path parameterization for robots subject to joint torque limits–it is not an overstatement to say that the problem has been solved and that there is little one could do to further improve the existing solutions. Sounding as audacious as it is, we can now solve TOPP for robots subject to, in addition to joint torque limits, joint acceleration limits, joint velocity limits, Cartesian acceleration limits, Cartesian velocity limits, (frictional) contact stability constraints and Zero Moment Point constraint in a robust and efficient manner. Furthermore, the TOPP algorithm presented in Chapter 3 has an expected computational complexity of $O(Nm)$, where $N$ is the number of grid-points and $m$ is the number of constraints. This computational complexity can be said to be optimal, because it is exactly the complexity of verifying whether a path parameterization satisfies all constraints.

With that said about the original TOPP problem, the general TOPP problem, which contains constraints other than those listed above, remains challenging. The algorithm presented in Chapter 5, as well as other Numerical Integration based algo-

---

1One needs to evaluate all $m$ constraints at each grid-point and there are $N$ grid-points.
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... have edge cases that are difficult to solve robustly. Optimization based algorithms can produce locally optimal solutions robustly, but are slow. A fast and robust solution to this general TOPP problem, which has eluded researchers for years, might lie at a more fundamental level: analytical results on optimality of optimal control problems [74]. Considering the wealth of applied mathematical research literature on optimal control, it is hard to not suspect that the solution is lying somewhere, waiting to be discovered. Fortunately, the lack of an efficient solution for the general problem is not a major hurdle to a majority of robotic applications.

... computational robotic motion planning had yet been widely applied in the industries. One of the main reasons is the difficulty in computing path parameterizations that satisfy task constraints robustly and efficiently. I believe that the introduction of TOPP-RA—the TOPP algorithm in Chapter 3—has provided this missing piece and thereby enabled computational robotic motion planning in the industries. Indeed, we have seen how the challenging task of transporting objects with suction cup critically fast can be solved reliably in Chapter 4. The suction cup constraint, which guarantees that frictional and suction forces are within limits, has more than 3000 inequalities; and yet TOPP-RA consistently terminated in approximately 100 ms. Our implementation of TOPP-RA on GitHub (https://github.com/hungpham2511/toppra) has also gained interests from robotic researchers developing commercial and research robotic applications.

Despite this welcoming achievement, research in motion planning and control for industrial robotics is far from lacking interesting open problems. Not considered in this thesis, motion planning and control for human-robot collaboration [83, 27] is one such problem. The most important requirement is to ensure that robots do not cause serious injuries to the human operators working alongside them. This requirement leads to several challenges. One group of challenges include modelling and predicting human operators’ intentions and behaviors. Another is formulating appropriate safety constraints in order to maximize safety without affecting severely the optimality of the solutions. Principal solutions for these challenges would be beneficial even to fields extending far from industrial robotics where the ability to reason about optimal movements while maintaining high safety in the presence of human agents is greatly appreciated.

In recent years, research on robotic motion planning has been shifting toward nonlinear trajectory optimization and Deep Reinforcement Learning. The underlying trends motivating this shift are (i) the consideration of larger and more complex dynamic systems (e.g. legged robots, flexible robotics arms) and (ii) the availability of large quantities of data in the latter case. To fully utilize TOPP algorithms in consid-

---

2This implementation of TOPP-RA is in Python/Cython, which is not as efficient as C or C++.
eration of both trends, there are two important questions to address:

1. What is the role of TOPP algorithms in complex robotic systems that employ nonlinear trajectory optimization or Deep Reinforcement Learning?

2. How can we leverage available data from real executions to improve the quality of motion computed with TOPP algorithms?

Below I briefly discuss both questions.

As demonstrated in this thesis, motion planning based on TOPP is highly efficient and robust; however, it is only applicable to robots and tasks with first-order and second-order constraints. On the other hand, nonlinear trajectory optimization is applicable to a much larger class of constraints and objectives [11, 127, 107] (unfortunately with higher computational cost and lost of optimality guarantee). TOPP can provide complementary information useful to the trajectory optimizer:

1. One can use a TOPP algorithm to solve a simplified model of the task that has only first-order and second-order constraints. The resulting time-optimal trajectories (both minimum-time and maximum-time) can be used as initial guesses for the trajectory optimizer. In addition, the respective minimal and maximal trajectory durations can provide upper and lower bounds of achievable trajectories respectively.

2. Given the same computational budget, one can solve TOPP for a longer horizon than what is possible for nonlinear trajectory optimization. Hence, we can use a motion planner based on TOPP to plan strategic motions, taking advantage of the longer horizon, while employ nonlinear trajectory optimization to compute shorter but more accurate control input trajectories.

3. The set of controllable path velocities, which can be computed using TOPP-RA, defines a controllable manifold in the state-space. Any state on this manifold can be “controlled” to reach the desired goal state. Therefore, this manifold can be used as a terminal set for a trajectory optimizer to “guide” the system toward the desired goal state, which is possibly far in the future.

The recent advances in Deep Reinforcement Learning, or Deep Learning in general, have had great impacts on robotics. Researchers have demonstrated that Deep Reinforcement Learning algorithms can solve manipulation tasks end-to-end with no prior knowledge [71, 72], achieve large scale grasping with state-of-art performance [73] and perform dexterous in-hand manipulation [2]. These developments have shown clearly the advantages of Deep Reinforcement Learning. First, these algorithms are
applicable to very general situations, with almost no restriction on system dynamics nor constraints. Second, end-to-end algorithms have a straightforward pipeline for training and autonomously improving performance. Taking into consideration the cheaply available data from both real experiments and simulations, this is perhaps the strongest advantage of Deep Reinforcement Learning. Finally, Deep Reinforcement Learning algorithms are capable of seamlessly integrating motion planning, control and computer vision in a single place (i.e. a neural network), taking full advantage of the superiority of deep convolutional neural networks in understanding visual inputs [117, 56]. Achieving the same level of integration in non end-to-end robotic systems requires significant engineering effort. At this point, one is naturally inclined to ask: What are the advantages of motion planning with TOPP comparing to Deep Reinforcement Learning algorithms, which apparently can account for a much higher level of complexity? In my opinion, motion planning based on TOPP has key advantages that are unlikely to be overcome in near future:

1. As discussed in the introduction of this thesis, robotic applications often have “hard” constraints, which if not satisfied cause failure. Motion planning systems that are based on TOPP can guarantee constraint satisfaction mathematically. On the other hand, for Deep Reinforcement Learning algorithms, it is much harder to achieve the same goal: the only option available to the learning algorithm developer is to collect more data and feed these data to the algorithm. How much data are sufficient to achieve the desired level of performance is often unknown.

2. Motion planners based on TOPP can perform very fast collision-free path planning using the RRT algorithm [69] or CHOMP [132]. On the other hand, there is no evidence that an end-to-end algorithm can perform fast collision-free motion planning.

3. Suppose that a collision-free path is already known, what about using Deep Reinforcement Learning for speed planning? As the matter of fact, Reinforcement Learning was proposed earlier [114] (referred to as Dynamic Programming) to solve TOPP. The resulting algorithm, however, requires far greater computational cost and achieves lower quality solution comparing to state-of-art TOPP algorithms. Moreover, researchers have recently suggested that for problems with known analytical solutions, Deep Reinforcement Learning algorithms can hardly beat analytical solutions in term of efficiency and robustness [105].

Nonetheless, the ability of learning-based methods to autonomously improve performance from data is desirable. We will next discuss how this property can be realized for a motion planning system based on TOPP.
In order to autonomously improve motion quality from data, the key ingredient is a module for estimating task and robot constraints. Indeed, recall that a TOPP algorithm receives as inputs the geometric path, a list of constraints and outputs the final trajectory. In most cases, the list of constraints is kept fixed, hence one can interpret TOPP as a computational layer with the constraints being the parameters. Motion quality—the likelihood of constraint violation and the level of sub-optimality—depends only on these parameters, which can be learned from data collected during execution. In particular, we can record trajectory execution results: joint measurements, object index, wrench measurements, grasping position and a Boolean output indicating whether the attempt is successful. Using these data, we can use techniques from Machine Learning to infer first-order and second-order constraints (the parameters) directly. These constraints can then be used to compute robot motions that are closer to the limits imposed by the task, which are executed to collect more data and obtain better estimations. Such a hybrid system can potentially leverage the best of both worlds to achieve (i) fast execution, robustness and guarantee of constraint satisfaction (from a TOPP algorithm) and (ii) realistic constraints inferred from data (using Machine Learning). With some engineering effort, it should not be difficult to automate the whole process, realizing an autonomously improving motion planning system.

In the above concluding remarks, I have argued that computational motion planning has sufficiently matured for industrial applications. An enabling factor is the introduction of fast and robust TOPP algorithms. The usefulness of these TOPP algorithms could extend far out of industrial robotics, with potential use cases even in highly complex systems that rely chiefly on nonlinear trajectory optimization for motion planning. Finally, leveraging TOPP algorithms with Machine Learning is an interesting direction that can further enhance the performance and streamline the development of future robots.
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Abstract—This paper considers the problem of manipulating a uniformly rotating chain: the chain is rotated at a constant angular speed around a fixed axis using a robotic manipulator. Manipulation is quasi-static in the sense that transitions are slow enough for the chain to be always in “rotational equilibrium.” The curve traced by the chain in a rotating plane—it’s shape function—can be determined by a simple force analysis, yet it possesses a complex multisolutions behavior that is typical of nonlinear systems. We prove that the configuration space of the uniformly rotating chain is homeomorphic to a two-dimensional surface embedded in $\mathbb{E}^3$. Using that representation, we devise a manipulation strategy for transiting between different rotation modes in a stable and controlled manner. We demonstrate the strategy on a physical robotic arm manipulating a rotating chain. Finally, we discuss how the ideas developed here might find fruitful applications in the study of other flexible objects, such as in circular aerial manipulation with UAVs.

Index Terms—Dynamics, path planning, shape control.

I. INTRODUCTION

An idle person with a chain in her hand will likely at some point start rotating it around a vertical axis, as in Fig. 1(A). After a while, he/she might be able to produce another mode of rotation, whereby the chain would curve inward, as in Fig. 1(B), instead of springing completely outward. With sufficient dexterity, he/she might even reach more complex rotation modes, such as in Fig. 1(C). Transitions into such complex rotation modes are, however, difficult to reproduce reliably as instabilities can quickly lead to unsustainable rotations [see Fig. 1(D)]. This paper investigates the mechanics of the transitions between different rotation modes and proposes a strategy to perform those transitions in a stable and controlled manner.

A. Context

There are several reasons why this problem is hard to solve. First, there are multiple solutions for a given control input (distance $r$ between the attached end of the chain and the rotation axis, and angular speed $\omega$). This ambiguity makes it difficult to devise a manipulation strategy directly in the control space. Second, some control inputs can quickly lead to “uncontrollable” behaviors of the chain, as illustrated in Fig. 1(D).

The theoretical study of the rotating chain and, in particular, of its rotation modes, has a long and rich history in the field of applied mathematics [1]–[7], which we will review in Section II-A. Here, by devising and implementing a manipulation strategy to stably transit between different rotation modes, we hope to provide a new, robotics-enabled, understanding of this problem. Indeed, at the core of our approach lie concepts specifically forged in the field of robotics, such as “configuration space,” “stable configurations,” “path-connectivity,” etc.

As opposed to rigid bodies, flexible objects are generally characterized by an infinite number of degrees of freedom, which entails significant challenges when it comes to manipulation. Therefore, specific approaches have been developed in the field of robotics to study the manipulation of flexible objects, as reviewed in Section II-B.

The above studies are motivated by a number of practical applications. For the rotating chain in particular, applications include aerial manipulation by unmanned air vehicles (UAVs), which has recently received some attention, as discussed in more detail in Section II-C.

B. Contribution and Organization of the Paper

Our contribution in this paper is threefold. First, we study the case of arbitrary nonzero attachment radii $r$ (see Section IV). This extends and generalizes existing works, which all focus on the case of zero attachment radius, and sets the stage for stable transitions between different rotation modes, which specifically require manipulating the attachment radius. In particular, we determine in that section the number of solutions to shape the equation for given values, i.e., $r$ and $\omega$. 

Fig. 1. Manual rotation of a chain around a vertical axis. A, B, and C: Uniform rotation modes 0, 1, and 2, respectively. D: Unstable behavior.
Second, we show that the configuration space of the uniformly rotating chain with variable attachment radius is homeomorphic to a two-dimensional surface embedded in $\mathbb{R}^3$ (see Section V). We study the subspace of stable configurations and establish that it is not possible to stably transit between rotation modes without going back to the low-amplitude regime.

Third, based on the above results, we propose a manipulation strategy for transiting between rotation modes in a stable and controlled manner (see Section VI). We show the strategy in action in a physical experiment where a robotic arm manipulates a rotating chain and makes it reliably transit between different rotation modes.

Before presenting our contribution, we review related works (see Section II) and recall Kolodner’s equations of motion of the rotating chain (see Section III). Finally, we discuss possible applications and extensions and sketch some perspectives for future work (see Section VII).

II. RELATED WORKS

The manipulation of the rotating chain is relevant to a number of fields such as 1) applied mathematics, 2) flexible object manipulation in robotics, and 3) aerial manipulation. We now review the literature and describe the position of the current work with respect to each of those fields.

A. Theoretical Studies of the Rotating Chain

In applied mathematics, the study of the rotating chain was initiated in 1955 by a remarkable paper by Kolodner [1]. He established the existence of critical speeds $(\omega_i)_{i \in \mathbb{N}}$ such that there are no uniform rotations if $\omega < \omega_i$, and there are exactly $n$ rotation modes for $\omega_i < \omega < \omega_{i+1}$. In [2], Caughey studied the rotating chain with small but nonzero attachment radii. The results obtained by Caughey extend Kolodner’s and agree with our study of the low-amplitude regime. In [3], Caughey investigated the rotating chain with both ends attached. In [5], Stuart considered the original rotating chain problem using bifurcation theory, and arrived at the same results as Kolodner. In [4], Wu considered the large angular speeds regime. In [7], Toland initiated a new approach based on the calculus of variation, but did not obtain new significant results, as compared to Kolodner.

The common point of all previous works is that the chain is attached to the rotation axis, or very close to it [2]. Yet, reliably observing and transiting between different rotation modes precisely require using arbitrary nonzero attachment radii $r$, the distance between the attached end, and the rotation axis. The current paper extends previous studies by specifically considering arbitrary attachment radii.

B. Robotic Manipulation of Flexible Objects

Within the field of robotics, the manipulation of flexible objects is studied along two main directions. A first direction is topological: one is mainly interested in the order and sequence of the manipulation rather than in the precise behavior of the flexible object. Examples include origami folding [8], laundry folding [9], or rope-knotting [10], [11].

The second research direction is concerned with the precise shape and dynamics of the manipulated object. Within this research direction, one can distinguish two main approaches. The first approach discretizes the flexible object into a large number of small rigid elements, and subsequently carries out finite-element calculations, see, e.g., [6], [12], and [13] for extensible cables or [14] and [15] for concentric tube robots. This approach can be applied to any type of flexible objects as long as a dynamical model is available. However, it usually yields no qualitative understanding of the manipulation. For example, while finite-element calculations can compute the shape of the rotating chain for various control inputs, they can establish neither the existence of different rotation modes, nor the manipulation strategies to transit between different modes.

By contrast, the second approach considers the flexible object as the solution of a (partial) differential equation and tries to establish qualitative properties of this solution. While this approach is harder to put in place—usually because of the complex mathematical calculations and concepts involved—it can lead to stunning and insightful results. For example, Bretl and McCarthy [16] and Bretl and Borum [17] established that the configuration space of the Kirchhoff elastic rod is of dimension 6 and that it is path-connected. Such results would be impossible to obtain via finite-element methods.

The present study of the rotating chain is inscribed within this analytical approach. From the dynamic model of the rotating chain, we investigate qualitative properties of its configuration space: dimension, connectivity, and stability. These properties are in turn crucial to devise a manipulation strategy to stably transit between different rotation modes.

C. Aerial Manipulation

Although the study of the rotating chain first stemmed out of scientific curiosity, it has recently found applications in aerial manipulation. In [13] and [18], Murray and Williams and Trivailo considered a fixed-wing aircraft towing a long cable whose other end is free. The circular flying pattern imprints a pseudo-stationary shape to the cable, which in turn allows precisely controlling the position of the free end. Practical applications of this scheme include remote sensing in isolated areas [18], payload delivery and pickup [12], [18], [19], mobile 3-D printing [20] or more recently, recovery of micro air vehicles [21]–[23]. In the latter application, the micro vehicles are able to attach themselves to the towed end, which moves at a relatively slower speed than that of the aircraft. The recent surge of interest in UAVs also offers many potential applications: Merz and Johansen [19] studied a single UAV flying circularly while towing a cable. Sreenath et al. [24] deals with general (non-circular) aerial manipulation, while Michael et al. [25] targets cooperative manipulation using a team of UAVs.

The above works are based on dynamic simulation [6], [12], [26], or numerical optimal control [23], [27]. Physical experiments were found to agree with simulations [18]. However, there are a number of questions these works are unable to address, for instance: 1) under which conditions are there multiple solutions to the same set of controls (fly radius and angular
and \( Z \) is called the \((3)\) s from the rotation \( t \) x \( \rho \nabla \). ACKNOWLEDGMENT AND \( \mathcal{F} \) uniform rotations equals zero at the \( \alpha \). Next, let \( \dot{\mu} = \epsilon \nabla s \), \( \rho \mu \nabla z \). Neglecting aerodynamic effect, one writes the equation of motion for the chain as

\[
\mu \ddot{x} = (F \nabla x) + \mu g \tag{1}
\]

where \( \ddot{\nabla} \) and \( \nabla \ddot{\nabla} \) denote differentiation with respect to \( t \) and \( s \), respectively; \( g := [0, 0, -g] \) \( \nabla \) the gravitational acceleration vector. The inextensibility constraint can be written as

\[
\|\nabla (x(t, s))\|_{2} = 1. \tag{2}
\]

We seek solutions that are \( \text{uniform rotations} \): those which have constant shape in a plane that rotates around the \( Z \)-axis. In this case, the motion of the chain becomes

\[
x(s, t) = \rho(s) \cos(\omega t), \quad y(s, t) = \rho(s) \sin(\omega t), \quad z(s, t) = z(s) \tag{3}
\]

where the function \( \rho(s) \) is called the \( \text{shape function} \) of the chain. Directly from the inextensibility constraint (2), one has

\[
\| (\rho(s), z(s)) \|_{2} = \sqrt{\rho'(s)^{2} + z'(s)^{2}} = 1. \tag{4}
\]

From the uniform rotation assumption, the tension of the chain \( F(s, t) \) is in fact time independent.

Substituting the above expressions into (1) yields

\[
(F \dot{\rho})' + \mu g \rho \omega^{2} = 0, \tag{5}
\]

\[
(F \dot{z}')' - \mu g = 0 \tag{6}
\]

where \( F, \rho, z \) are functions of \( s \). Integrating (6) and noting that the tension at the free end vanishes (i.e., \( F(0) = 0 \)) yield

\[
F \dot{z}' = \int_{0}^{s} \mu g \, d\lambda = \mu g s. \tag{7}
\]

Next, by the inextensibility constraint (4), one has

\[
F = \frac{\mu g s}{\sqrt{1 - \rho^{2}}} = \mu g s. \tag{8}
\]

Substituting (8) into (5) yields the governing equation for the shape function \( \rho(s) \)

\[
\frac{d}{ds} \left( \frac{\mu g s}{\sqrt{1 - \rho^{2}}} \right) + \mu g \omega^{2} = 0 \tag{9}
\]

subject to the following boundary condition:

\[
\rho(L) = r. \tag{10}
\]

Remark that we have applied two boundary conditions: 1) tension at the free end must be zero: \( F(0) = 0 \); and 2) \( x(L, t) \) equals the reference trajectory traced by the robotic manipulator (or the aircraft trajectory in the towing problem).

B. Problem Formulation

We can now define the \textit{configurations} and the \textit{control inputs} of a rotating chain.

\textbf{Definition 1:} (Configuration) A configuration of the rotating chain is a pair \( q := (\omega, \rho) \), where \( \omega \geq 0 \) is a rotation speed and \( \rho \) is a shape function satisfying the governing equation (9) and that \( \rho(0) \geq 0 \). The set of all such configurations is called the configuration space of the rotating chain and denoted as \( \mathcal{C} \).

\textbf{Definition 2:} (Control input) A control input is a pair \( (r, \omega) \), where \( r \geq 0 \) is an attachment radius and \( \omega \geq 0 \) is a rotation speed. The set of all inputs is called the control space and denoted as \( \mathcal{Y} \). If (9) has nontrivial solutions with boundary conditions and parameters defined by the input \( (r, \omega) \) then the input is called \textit{admissible}.

Note that the condition \( \rho(0) \geq 0 \) in Definition 1 precludes duplicate solutions. Any configuration \( (\omega, \rho) \) corresponds to two possible solutions: one has shape function \( \rho \), while the other has shape function \( -\rho \), both rotating at angular speed \( \omega \). The later
solution can be obtained by rotating the former solution by 180°. A similar remark applies to the definition of the control space \( \mathcal{V} \) where we require positive attachment radii.

We can formulate the chain manipulation problem as follows: given a pair of starting goal configurations \((q_{\text{init}}, q_{\text{goal}})\) find a control trajectory \((0, 1) \rightarrow \mathcal{V}\) that brings the chain from \(q_{\text{init}}\) to \(q_{\text{goal}}\) without going through instabilities (instabilities will be discussed in Section V-C).

IV. FORWARD KINEMATICS OF THE ROTATING CHAIN WITH NON-ZERO ATTACHMENT RADIUS

A. Dimensionless Shape Equation

Still following Kolodner, we convert (9) into a dimensionless equation, more appropriate for subsequent analyses. Consider the changes of variable

\[
\begin{align*}
  u &:= \frac{\rho'}{\sqrt{1 - \rho'^2}} \frac{s \omega^2}{g}, \quad \hat{s} := \frac{s \omega^2}{g},
\end{align*}
\]

which, by combining with (9), leads to

\[
\frac{ds}{ds^2} + \rho^2 \frac{\omega^2}{g} = 0.
\]

One can now differentiate (12) with respect to \(\hat{s}\) to arrive at

\[
\frac{d^2}{d\hat{s}^2} u + \rho' = 0
\]

which is combined with the relation

\[
\rho' = \frac{u}{\sqrt{\hat{s}^2 + u^2}}
\]

to yield the dimensionless differential equation

\[
\frac{d^2}{d\hat{s}^2} u(\hat{s}) + \frac{u(\hat{s})}{\sqrt{\hat{s}^2 + u(\hat{s})^2}} = 0.
\]

We first consider the boundary condition at \(\hat{s} = 0\). By definition of \(u\), one has \(u(0) = 0\). The end boundary condition \(\rho(\hat{L}) = \hat{r}\) implies that

\[
u'(\hat{L}) = -\frac{\omega^2}{g}
\]

where \(\hat{r}\) denotes in this context differentiation with respect to \(\hat{s}\).

We summarize the boundary conditions on \(u\) as

\[
\begin{align*}
u(0) &= 0, & u'(\hat{L}) &= -\frac{\omega^2}{g},
\end{align*}
\]

where

\[
\begin{align*}
\hat{L} := L \omega^2 / g, \quad \hat{r} := -r \omega^2 / g.
\end{align*}
\]

This is the standard form of a boundary value problem (BVP).

Remark: The distance from the free end to the \(Z\)-axis is denoted by \(\rho_0\). Using (12), one has

\[
u'(0) = a
\]

where \(a = -\rho_0 \omega^2 / g\).

\[
\begin{align*}
\text{Fig. 3.} & \quad \text{(A)}: \text{Shooting from different initial guesses of } u'(0) = a. \text{ There might be more than one initial value (green and red) that satisfy the end condition } u'(\hat{L}) = \hat{r}. \text{ Here, } a_1, a_2, \ldots \text{ are different initial values of } u'(0) \text{ that yield } u'(\hat{L}) = \hat{r} = 0; \ a_i \text{ denotes the initial guess such that the } i\text{th zero of } u'(\hat{s}) \text{ coincides with } L_i.
\end{align*}
\]

Remark: Applying L’Hôpital rule twice, one finds that

\[
\lim_{\hat{s} \to 0} \frac{u(\hat{s})}{\sqrt{\hat{s}^2 + u(\hat{s})^2}} = \frac{\alpha}{\sqrt{1 + \alpha^2}}.
\]

Thus, the differential equation (14) is well-defined at \(\hat{s} = 0\).

B. Shooting Method

We numerically solve the BVP posed in the last section using the simple shooting method [28]. Given a control input \((r, \omega)\), the method finds resulting configurations as follows:

1) compute \((\hat{r}, \hat{L})\) from \((r, \omega)\) using (17);
2) repeat until convergence:
   a) guess an initial value \(a \in \mathbb{R}\) for \(u'(0)\) or use the value from the last iteration;
   b) integrate (14) from the initial condition \((u(0), u'(0)) = (0, a)\) at \(\hat{s} = 0\) to \(\hat{s} = \hat{L}\);
   c) check whether \(u'(\hat{L}) = \hat{r}\);
   d) if not, refine the guess \(a\) by, e.g., Newton’s method;
3) recover \(\rho(s)\) from \(u'_{\text{last}}(\hat{s})\).

One can then recover \(z(s)\) using \(\rho(s)\), the inextensibility constraint (4), the boundary condition \(z(\hat{L}) = 0\) and the fact that \(z'(s) \geq 0\) [see (7)]. Also, for a given tuple \((\hat{r}, \hat{L})\), there might be multiple solutions to the BVP which translates into multiple configurations for a given control input [see Fig. 3(A)].

Remark: It is straightforward to see that if \(u(s)_{s \in [0, L]}\) is a solution of (14), then \(-u(s)_{s \in [0, L]}\) is also a solution. Therefore, there is no loss of generality to consider only non-negative values of \(a\), as integrating from \(-a\) leads to the same configuration.

C. Number of Configuration

We now analyze the number of solutions for different parameters. The function \(u'(\hat{s})\) obtained by integrating from \((u(0), u'(0)) = (0, a)\) is denoted by \(u'_i(\hat{s})\). Following Kolodner, let \(\zeta_i(a)\) be the \(i\)th zero of \(u'_i(\hat{s})\). The function \(\zeta_i(a)\) has the following properties ([1, Th. 2]):
Let us denote the maximum reached by \( i \) (connected at \( > n \) +1 be the largest \( u \) where there are five nontrivial solutions (green disks).

For \( a \) as the absolute value of \( a \) for \( i \) > ... > \( n \) \( a \) \( a \) \( a \) = \( \bar{n} \). We can now state the following proposition, whose proof results directly from the examination of Fig. 4.

**Proposition 1:** Let \( n \) be the largest \( i \) so that \( \lambda_i \leq \bar{L} \). The number of nontrivial configurations of a uniformly rotating chain depends on \( |\bar{r}| \) as follows:

1) if \( |\bar{r}| = 0 \), there are \( n \) nontrivial solutions;
2) if \( 0 < |\bar{r}| < \bar{r}_n \), there are \( 2n + 1 \) nontrivial solutions;
3) if \( \bar{r}_{i+1} < |\bar{r}| < \bar{r}_i \) for \( i \) \( \in \{1, n-1\} \), there are \( 2i + 1 \) nontrivial solutions;
4) if \( |\bar{r}| = \bar{r}_i \) for \( i \) \( \in \{1, n\} \), there are \( 2i \) nontrivial solutions;
5) if \( |\bar{r}| > \bar{r}_i \), there is one nontrivial solution.

**D. Rotation Modes**

By the change of variable (11), \( u' = \rho a^2 / \rho \), the number of zeros of \( u'(\bar{s}) \in (0, \bar{L}) \), corresponds to the number of times the chain crosses the rotation axis. We can now give an operational definition of rotation modes.

**Definition 3 (Rotation modes):** A chain is said to be rotating in mode \( i \) if its shape crosses the axis exactly \( i \) times or, in other words, if the function \( u'(\bar{s}) \in (0, \bar{L}) \) has exactly \( i \) zeros.

Let us reinterpret Proposition 1 in terms of rotation modes. Consider a positive \( \bar{r} \) verifying \( \bar{r}_{i+1} < \bar{r} < \bar{r}_i \). In Fig. 4, the horizontal line \( |u'(\bar{L})| = \bar{r} \) intersects the graph of \( |\bar{p}_a(\bar{L})| \) versus \( |a| \) at \( i + 1 \) points. Call the \( X \)-coordinates of these points \( b_1 > b_2 > \cdots > b_{i+1} \). Remark that

1) \( b_1 > a_1 \), thus by definition of \( a_1 \), the function \( u'_{b_1}(\bar{s}) \) has no zero in \( (0, \bar{L}) \), i.e., the chain rotates in mode 0;
2) \( a_1 > b_2 > b_3 > a_2 \), thus by definition of \( a_1 \), \( a_2 \), the functions \( u'_{b_2}(\bar{s}) \) and \( u'_{b_3}(\bar{s}) \) have each one zero in \( (0, \bar{L}) \), i.e., the chain rotates in mode 1;
3) more generally, for any \( k \in [1, i] \), \( a_{k+1} \) > \( b_k \) > \( b_{k+1} \) > \( a_k \), thus by definition of \( a_{k+1} \), \( a_k \), the functions \( u'_{b_{k+1}}(\bar{s}) \) and \( u'_{b_k}(\bar{s}) \) have each \( k \) zeros in \( (0, \bar{L}) \), i.e., the chain rotates in mode \( k \).

Fig. 5 illustrates the above discussion for \( i = 2 \).

**V. ANALYSIS OF THE CONFIGURATION SPACE OF THE ROTATING CHAIN**

In the previous section, we have established a relationship between the control inputs and the configurations. Here, we investigate the properties of the configuration space and of the subspaces of stable configurations. In particular, a crucial question for manipulation, which we address, is whether the stable subspace is connected, allowing for stable and controlled transitions between different modes.

**A. Parameterization of the Configuration Space**

From now on, we make two technical assumptions: 1) the distance \( \rho(0) \) from the free end of the chain to the rotation axis 2) We have not yet been able to prove rigorously that the sequence is indeed decreasing.
is upper-bounded by some \( \rho_{\max} \); and 2) the rotation speed \( \omega \) is upper-bounded by some \( \omega_{\max} \). Note that these two assumptions do not reduce the generality of our formulation since they simply assert that there exist some finite bounds, which could be arbitrarily large. From (17) and (18), the two assumptions next imply that \( \alpha \) and \( \ell \) are upper-bounded by some constants \( \alpha_{\max} \) and \( \ell_{\max} \). We can now prove a first characterization of the configuration space.

**Proposition 2 (and definition):** Define the parameter space \( \mathcal{A} \) by

\[
\mathcal{A} := (0, \alpha_{\max}) \times (0, \ell_{\max}).
\]

There exists a homeomorphism \( f : \mathcal{A} \to \mathcal{C} \).

This proposition implies that, despite 1) the potentially infinite dimension of the space of all shape functions \( \rho \) and 2) the one-to-many mapping between control inputs and configurations, the configuration space of the rotating chain is actually finite in dimension 2 and has a very simple structure: \( \mathcal{A} \) is simply a 2D box.

The first dimension, \( \alpha \), is proportional to the distance of the free end to the rotation axis. Thus, choosing the free end rather than the attached end as reference point allows finding a one-to-one mapping with the shape function. The second dimension, \( \ell \), is defined by \( \ell := \ell \omega^2 / g \). Since the length \( \ell \) of the chain is fixed, \( \ell \) changes as a function of the angular speed \( \omega \).

To simplify the notations, we define \( u := (u, u') \) and rewrite (14) as a dimensionless ODE

\[
\frac{du}{ds} = X(u, s).
\]

We can now give a proof for Proposition 2.

**Proof:** The mapping \( f \) is essentially the shooting method described in Section IV-B. Given a pair \( (\alpha, \ell) \in \mathcal{A} \), we first obtain \( u \) from \( \ell \) using the relationship \( \ell = \ell \omega^2 / g \). Next, we integrate the ODE (22) from the initial condition

\[
u(0) = (0, \alpha)
\]

until \( s = \ell \) to obtain \( u'(s) \) for \( s \in (0, \ell) \). Finally, we obtain \( \rho \) from \( u' \) using (11).

1) Surjectivity of \( f \). Let \((\omega, \rho) \in \mathcal{C} \). Since \( \rho \) verifies (9), one can perform the change of variables (11) and obtain \( u \) and \( u' \). Next, consider \( \alpha = u'(0) \) and \( \ell = \ell \omega^2 / g \). One has clearly \( \alpha \in (0, \alpha_{\max}) \), \( \ell \in (0, \ell_{\max}) \), and

\[
f((\alpha, \ell)) = (\omega, \rho).
\]

2) Injectivity of \( f \). Assume that there are \((\alpha_1, \ell_1) \neq (\alpha_2, \ell_2) \) such that \( f((\alpha_1, \ell_1)) = f((\alpha_2, \ell_2)) = (\omega, \rho) \). One has \( \alpha_1 = \alpha_2 = -\rho(0) \omega^2 / g \) and \( \ell_1 = \ell_2 = \ell \omega^2 / g \), which implies the injectivity.

3) Continuity of \( f \). We show in the Appendix C that the ODE (22) is Lipschitz. It follows that the function \( u'(s) \) for \( 0 \leq s \leq \ell \) depends continuously on its initial condition, which implies that \( \rho(s) \) depends continuously on \( \alpha \).

4) Continuity of \( f^{-1} \). It can be seen from the injectivity proof that \( \alpha \) and \( \ell \) depend continuously on \( \omega \) and \( \rho \), and the latter depends in turn continuously on \( \rho \).

Next, we establish a homeomorphism between the parameter space and a smooth surface in 3-D, which allows an intuitive visualization of the configuration space.

**Proposition 3 (and definition):** For a given \( \alpha \in (0, \alpha_{\max}) \), integrate the differential equation (22) from \((0, a)\) until \( s = \ell_{\max} \). The set \((\tilde{s}, u(\tilde{s}), u'(\tilde{s}))\) is a 1-D curve in \( \mathbb{R}^3 \). The collection of those curves for \( \alpha \) varying in \((0, \alpha_{\max}) \) is a 2-D surface in \( \mathbb{R}^3 \), which we denote by \( \mathcal{S} \) (see Fig. 6).

There exists a homeomorphism \( l : \mathcal{A} \to \mathcal{S} \).

**Proof:** The construction of \( l \) follows from the definition: given a pair \((\alpha, \ell) \in \mathcal{A} \), integrate (22) from \((0, a)\) until \( s = \ell \). Then define \( l(\alpha, \ell) := (\ell, u(\ell)) \).

1) Surjectivity of \( l \). Consider a point \((\tilde{L}, \tilde{u}) \in \mathcal{S} \). By definition of \( \mathcal{S} \), there exists \( \alpha \in (0, \alpha_{\max}) \) so that integrating (22) from \((0, a)\) reaches \( u \) at \( s = \ell \). Clearly, \( l(\alpha, \ell) := (\tilde{L}, \tilde{u}) \).

2) Injectivity of \( l \). This results from the Uniqueness theorem for ODEs, see Appendix C.

3) Continuity of \( l \). From the Continuity theorem for ODEs (Appendix C), it is clear that the end point \((\tilde{L}, u(\ell)) \in \mathcal{S} \) depends continuously on the initial condition \( \alpha \).

4) Continuity of \( l^{-1} \). Consider two points \(((\tilde{L}_1, \tilde{u}_1), (\tilde{L}_2, \tilde{u}_2)) \in \mathcal{S} \) that are sufficiently close to each other, i.e.,

\[
|\tilde{L}_1 - \tilde{L}_2| \leq \delta, \quad \|\tilde{u}_1 - \tilde{u}_2\| \leq \delta,
\]

for some \( \delta \) that we shall choose later. Consider the curves \( u_1, u_2 \) such that \( u_1(\ell_1) = u_1^* \) and \( u_2(\ell_2) = u_2^* \). By the Continuity theorem (Appendix C) one has, for some
appropriate constant $M$
\[\|u_1(0) - u_2(0)\| \leq e^{ML_1} \|u_1(L_1) - u_2(L_1)\| \leq e^{ML_1} (\|u_1(L_1) - u_2(L_2)\| + \|u_2(L_2) - u_2(L_1)\|) \leq e^{ML_1} (\delta + M|L_1 - L_2|) = e^{ML_1} (M + 1)\delta,\]
where the last inequality comes from the uniform boundedness of $u$. For any $\epsilon$, it suffices therefore to choose $\delta := \frac{\epsilon}{e^{ML_1} (M + 1)}$ so that $|a_1 - a_2| = \|u_1(0) - u_2(0)\| \leq \epsilon$, which proves the continuity of $t^{-1}$.

Combining Propositions 2 and 3, we obtain the following theorem.

**Theorem 1:** The configuration space $C$ of the rotating chain is homeomorphic to the 2-D surface $\mathcal{S}$ represented in Fig. 6.

### B. Zero-Radius Loci and Low-Amplitude Regime

Before studying the stable subspaces, we need first to define the zero-radius loci and the low-amplitude regime in the configurations space.

**Proposition 4 (and definition):** Zero-radius loci are configurations whose corresponding attachment radii verify $r = 0$. Define $L_i := L_0 \omega_i^2 / g$ where $\omega_i$ is the $i$th discrete angular speed (Appendix B). One has the following properties about the surface $\mathcal{S}$:

1) The $i$th zero-radius locus is an infinite curve that branches out from the $s$-axis at $(L_i, 0, 0)$, see Fig. 6;

2) The $i$th zero-radius locus separates configurations in rotation mode $i - 1$ from those in rotation mode $i$.

**Proof:** 1) This property is implied by Kolodner’s results, see the first paragraph of Section IV-C for more details.

2) Consider a rotation in mode $i - 1$ and the corresponding curve $(\bar{s}, u_1(\bar{s}), u_1'(\bar{s}))_{\bar{s} \in [0, L_1]}$. By definition, $u_1'(\bar{s})$ has $i - 1$ zeros in the interval $[0, L_1]$. Equivalently, we see that the 3-D curve $(\bar{s}, u_1(\bar{s}), u_1'(\bar{s}))$ crosses the first, second, ..., $i - 1$th zero-radius loci. Now, since the loci start infinitely near the $s$-axis [cf. point 1] above and extend to infinity, any curve continuously deformed from $(\bar{s}, u_1(\bar{s}), u_1'(\bar{s}))_{\bar{s} \in [0, L_1]}$ will also cross the same loci.

Consider now another rotation, which is in mode $i$, and the corresponding curve $(\bar{s}, u_2(\bar{s}), u_2'(\bar{s}))_{\bar{s} \in [0, L_2]}$. By Theorem 1, one can associate the two rotations with their endpoints $A := (L_1, u_1(L_1), u_1'(L_1))$ and $B := (L_2, u_2(L_2), u_2'(L_2))$ on the surface $\mathcal{S}$.

Assume by contradiction that there exists a continuous curve $\Gamma$ that connects $A$ and $B$ without crossing the $i$th zero-radius locus. Consider the curve $\Gamma'$ formed by the concatenation of $(\bar{s}, u_1(\bar{s}), u_1'(\bar{s}))_{\bar{s} \in [0, L_1]}$ and $\Gamma$. By construction, $\Gamma'$ is a continuous curve that connects the origin and $B$ without ever crossing the $i$th zero-radius locus. This contradicts the first paragraph of point 2). We have thus established that the $i$th zero-radius locus separates configurations of rotation mode $i - 1$ from those in rotation mode $i$.

**Proposition 5 (and definition):** The low-amplitude regime corresponds to configurations associated with infinitely small values of $u(\bar{s})$ and $u'(\bar{s})$, for all $\bar{s} \in (0, L)$. If the zero-radius regime corresponds to points on the surface $\mathcal{S}$ that are infinitely close to the $s$-axis (see Fig. 6).

**Proof:** 1) It is clear that a low-amplitude rotation has $u(L)$ and $u'(L)$ infinitesimally small. Conversely, if $u(L)$ and $u'(L)$ are infinitesimally small, by the continuity of the mapping $t^{-1}$ in the proof of Proposition 3, the initial condition $a$ is also infinitesimally small. Finally, integrating from an infinitesimally small $a$ will yield $u(s)$ and $u'(s)$ infinitesimally small for all $s \in (0, L)$.

2) This follows from 1).

The low-amplitude rotations with zero attachment radius thus correspond to $(L_i, \delta u, 0), i \in \mathbb{N}$ for small values of $|\delta u|$. In the sequel, we shall refer to the $i$th small-amplitude rotation with zero radius as the point $(L_i, 0, 0)$ instead of the more correct phase $"(L_i, \delta u, 0)"$ for small values of $|\delta u|$.

### C. Stability Analysis

So far we have considered the space of all configurations of the rotating chain, that is, all solutions to the equation of motion (1). However, not all configurations are *stable*; in fact, experiments show that many are not. This section investigates the stability of the structure of the stable subspace—the subset of stable configurations—and discuss stable manipulation strategies.

To analyze the stability of configurations, we model the chain by a series of lumped masses, connected by stiff links, see Fig. 7.

Denote the position of the $i$th mass in the rotating frame $\{F\}$ by $\mathbf{x}_i \in \mathbb{R}^3$. The attached end is fixed in $\{F\}$ at $\mathbf{x}_N$. The state of the discretized chain is then given by a $6N$-dimensional vector consisting of the positions and velocities of the masses
\[\mathbf{y} := [\mathbf{x}_0, \mathbf{x}_0, \ldots, \mathbf{x}_{N-1}, \dot{\mathbf{x}}_{N-1}]^T,\] (23)
Fig. 7. Discretized chain model with $N$ masses.

Applying Newton’s laws to the masses (see details in Appendix D), one can obtain the dynamical equation

$$\dot{y} = f(y).$$

(24)

From Proposition 2, the configurations of the rotating chain can be represented by a pair $(a, \bar{L})$, which is associated with the position of the free end $x_0$. Next, we discretize $(0, a_{\text{max}}) \times (0, \bar{L}_{\text{max}})$ into a 2-D grid. For each $(a, \bar{L})$ in the grid, we integrate, from the free end $x_0$, the shape function of the discretized chain (23) at rotational equilibrium—in the same spirit as in Proposition 2. This discretized shape function corresponds to a state vector $y^{eq} := [x_0, 0, \ldots, x_{N-1}, 0]$. Finally, we assess the stability of $y^{eq}$ by looking at the Jacobian

$$J(y^{eq}) := \frac{d f}{d y}(y^{eq}).$$

Specifically, if the largest real part $\lambda_{\text{max}} := \max_i \text{Re}(\lambda_i)$ of the eigenvalues of $J(y^{eq})$ is positive, then the system is unstable at $y^{eq}$; if it is negative, then the system is asymptotically stable at $y^{eq}$ [29, Th. 3.1].

Fig. 8(A) depicts the values of $\lambda_{\text{max}}$ for $(a, \bar{L}) \in (0, 5) \times (0, 40)$. One can observe an interesting distribution of these values; in particular, the sharp transitions around the zero-radius loci (black lines). However, even though $\lambda_{\text{max}}$ gets very close to zero on the left side of the zero-radius loci or in the low-amplitude regime, it is never negative, hinting that the system is at best marginally stable. While this could be expected from our model, which does not include any energy dissipation, it is contrary to the experimental observation of stable rotation states.

We need therefore to take into account aerodynamic forces in the chain dynamics, see details in Appendix D. Note that aerodynamic forces do not significantly affect the analysis of the previous sections, as their effect on the shape of the chain is negligible: for example, for a chain of length 0.76 m and parameters $(a, \bar{L}) = (2.0, 10.0)$, the changes in the equilibrium positions are less than 1 mm, which is 0.14% of the chain length.

Fig. 8(B) depicts the values of $\lambda_{\text{max}}$ for the system with aerodynamic forces. One can note that the overall distribution of $\lambda_{\text{max}}$ is very similar to that of the system without aerodynamic forces [see Fig. 8(A)], but with the key difference that the regions in Fig. 8(A) with low but positive values now contain negative values of $\lambda_{\text{max}}$ in Fig. 8(B) corresponds to asymptotically stable states.

One can make three more specific observations:

1) Configurations that are immediately on the right-hand sides of the zero-radius loci or in the low-amplitude regime, it is never negative, hinting that the system is at best marginally stable. While this could be expected from our model, which does not include any energy dissipation, it is contrary to the experimental observation of stable rotation states.

Observation (1) hints that the upper portions of the zero-radius loci form “unstable barriers” in the configuration space. Therefore, it is not possible to stably transit between rotation
Fig. 9. A: Histories of the control inputs. Red: attachment radius \( r \); blue: angular speed \( \omega \). A: low-amplitude rotation at critical speed \( \omega_1 \). A \( \rightarrow \) B: moving deep into rotation mode 0. B \( \rightarrow \) C: moving back to the low-amplitude regime with critical speed \( \omega_2 \) and subsequently increasing the speed to \( \omega_3 \) while staying in the low-amplitude regime. C: low-amplitude rotation at critical speed \( \omega_2 \). C \( \rightarrow \) D: moving deep into rotation mode 1. D: stable rotation at mode 1. E: low-amplitude rotation at critical speed \( \omega_3 \). F: stable rotation at mode 2. Note that the attachment radius was not exactly zero in the low-amplitude regimes, but set to some small values. This was necessary to physically generate the desired rotation speeds. B: Snapshots of the chain at different time instants. The labels A–F refer to the same time instants as in the control inputs plot. A video of the experiment (including more types of transitions) is available at https://youtu.be/EnJdn3XdxEE.

We performed the transitions

\[
\text{Rest} \rightarrow \text{Mode 0} \rightarrow \text{Mode 1} \rightarrow \text{Mode 2}
\]

on a metallic chain of length 0.76 m (note that the weight of the chain is not involved in the calculations). The upper end of the chain was attached to the end-effector of a 6-DOF industrial manipulator (Denso VS-060). The critical speeds, calculated using (36), are given in Table I.

A video of the experiment (including more types of transitions) is available at https://youtu.be/EnJdn3XdxEE. Fig. 9(A) shows the attachment radius and the angular speed as functions of time. Fig. 9(B) shows snapshots of the chain at different rotation modes. As can be observed in the video, the chain could transit between different rotation modes in a stable and controlled manner.

As the final note, we observed that any manipulation sequence that traverses highly unstable regions (red regions in Fig. 8) definitely leads to unsustainable rotations, as illustrated by the last section of the video.

B. Implications for Aerial Manipulation

For a circularly towing system, the ability to transit between rotation modes is desirable. Indeed, different modes have different functions. For instance, mode 0 rotations are most suitable to initiate a rotation sequence from a straight flying trajectory. On the other hand, rotations at higher modes such as modes 1 and 2 have more compact shapes, smaller tip radii, and higher tip velocities, and are therefore more suitable for performing the actual delivery or exploration.

It is furthermore desirable to switch modes in a quasi-static manner, as studied in this paper. Indeed, the \textit{transient} dynamics of a heavily underactuated system such as the chain can be difficult to handle. The infinite dimensionality of the system, unavoidable modeling errors and aerodynamic effects make it challenging to design and reliably execute nonquasi-static mode-switching trajectories.

However, our result suggests that it is \textit{not} possible to realize quasi-static mode transitions with fixed-wing aircraft. Indeed, since the turning radii of such aircraft are lower-bounded, the resulting rotations cannot enter the low-amplitude regime, which is necessary for quasi-static mode transition, as shown in the above development. Therefore, although nonquasi-static mode transitions are more challenging to plan and execute, they must be studied in future works.

VI. MANIPULATION OF THE ROTATING CHAIN

A. Experiment

We now experimentally test the manipulation strategy proposed in the previous section. More precisely, to stably transit between two different rotation modes \( i \) and \( j \), we propose to [see the green arrow in Fig. 8(B)]

1) Move from the rotation of mode \( i \) toward \((\tilde{L}_{i+1}, 0, 0)\) while staying in the blue region of Fig. 8(B);
2) Move along the \( \tilde{L} \)-axis toward \((\tilde{L}_{j+1}, 0, 0)\);
3) Move from \((\tilde{L}_{j+1}, 0, 0)\) toward the rotation of mode \( j \) while staying in the blue region of blue region of Fig. 8(B).

In practice, the histories of the control inputs \( (r, \omega) \) to achieve the transitions in steps 1 and 3 can be found by simple linear interpolation, see, e.g., Fig. 9(A).

TABLE I

<table>
<thead>
<tr>
<th>( \omega_i ) (rad s(^{-1}))</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_1 )</td>
<td>4.34</td>
<td>9.97</td>
<td>15.64</td>
</tr>
</tbody>
</table>

The study of the rotating chain has a long and rich history. Starting from the 1950’s, a number of researchers have described...
its behavior, and identified the existence of rotation modes. In this paper, we have investigated for the first time the manipulation problem, i.e., how to stably transit between different rotation modes. For that, we developed a framework for understanding the kinematics of the rotating chain with nonzero attachment radii and its configuration space. Based on this understanding, we proposed a manipulation strategy for transitioning between different rotation modes in a stable and controlled manner. In turn, on the practical side, this result has some implications for aerial manipulation.

It can be shown (see Appendix A) that all the previous developments can be extended to the case of the chain with non-negligible tip mass. The key enabling notion here is that of differential flatness [13], with the flat output being the state of the free end. By differential flatness, given any trajectory of the free end, one can reverse-compute the state trajectory and the control trajectory of the whole system. In fact, the property that we have “manually” discovered in this paper—the configuration space of a rotating chain is parameterized by the parameter space $A$—might be related to the differential flatness of the rotating chain system. Indeed, each point $(a, L)$ corresponds to a circular motion of the free end, which in turn, by differential flatness, corresponds to the state and control trajectory of the whole system, which in turn defines the configuration. This observation suggests two possible extensions as follows:

1) the motion of the free end can be more general (e.g., an ellipse), and can thereby lead to more practical applications, such as swinging to hit a target with the tip mass;
2) other differentially flat systems, whose flat output can be parameterized.

Another idea developed here, namely the visualization of the configuration space based on forward integration of the shape function, might find fruitful applications in the study of other flexible objects with “mode transition,” such as elastic rods or concentric tubes subject to “snapping.” Our future work will explore these possible extensions.

**Appendix**

**A. Chain With Non-Negligible Tip Mass**

Suppose that the free end of the chain carries a drogue of mass $M$. We show here that all the previous development can be extended to this more general problem.

We first proceed similarly to Section III and derive the dynamical equation of the rotating chain with tip mass. Writing the force equilibrium equation at the tip mass yields

$$F(0)z'(0) = Mg,$$

$$F(0)\rho'(0) = -M\rho(0)\omega^2.$$ (25)

Next, integrating (25) to obtain

$$F(s)z(s)' = g(\mu s + M)$$ (27)

where $\mu$ is again the linear density of the chain. This equation leads to

$$F(s) = g\frac{\mu s + M}{\sqrt{1 - \rho^2}}.$$ (28)

One arrives at the governing equation

$$\frac{d}{ds} \left( \rho \frac{\mu s + M}{\sqrt{1 - \rho^2}} \right) + \rho \frac{\mu \omega^2}{g} = 0,$$ (29)

with boundary condition $\rho(L) = r$ where $r$ is the attachment radius. One can now convert (29) to a dimensionless equation

$$\frac{d^2 u}{ds^2} + \frac{u}{\sqrt{(s + M\omega^2/\mu g)^2 + \bar{u}^2}} = 0$$ (30)

by the following changes of variable:

$$u := \rho \frac{\mu s + M}{\sqrt{1 - \rho^2}} \frac{\omega^2}{\mu g},$$ (31)

$$\bar{s} := \frac{\omega^2}{g}.$$ (32)

The boundary conditions are

$$u'(0) = a,$$ (32)

$$u(0) = \frac{M\omega^2}{\mu g},$$ (33)

$$u'(L) = r$$ (34)

where $a = -\rho(0)\omega^2/g$ and $\bar{r} = -r\omega^2/g$.

Equation (30) is a BVP that can be solved using the shooting method as described in Section IV-B. Moreover, we see that $(a, \bar{L})$ also parameterizes the solution space, which is the configuration space of the rotating chain with tip mass.

**B. Low-Amplitude Regime**

Here we recall the results obtained by Kolodner [1] for the low-amplitude regime. Low-amplitude rotations are defined by a zero attachment radius $r = 0$ and infinitely small values for the shape function $\rho$. Linearizing equation (9) about $\rho = 0$ yields

$$\rho \omega^2/g + \rho' + \rho'' = 0,$$ (35)

with the boundary condition $\rho(L) = 0$.

By a change of variable $v := 2\sqrt{\omega^2/g}$, one can rewrite the above equation as

$$\rho v + \rho_v + \rho_vv = 0$$

which has solutions of the form

$$\rho(v) = c J_0(v), \text{ i.e.,}$$

$$\rho(s) = c J_0(2\omega \sqrt{s/g})$$

where $J_0$ is the zeroth-Bessel function. The boundary condition $\rho(L) = 0$ then implies that the angular speed can only take discrete values $(\omega_i)_{i \in \mathbb{N}}$ where

$$\omega_i = \frac{h_i}{2} \sqrt{g/L}.$$ (36)

where $h_i$ is the $i$th zero of the Bessel function $J_0$. 

...
C. Useful Results From the Theory of Ordinary Differential Equations

Lemma 1 (Lipschitz): The ordinary differential equation (22) satisfies Lipschitz condition in some convex bounded domain $D$ that contains $S$.

Proof: Note first that $|u''(u, \dot{s})| < 1$ for all $u, \dot{s} \in \mathbb{R}$, which implies that $S$ is bounded. Set now

$$D := (0, L_{\text{max}}) \times (u_{\text{inf}}, u_{\text{sup}}) \times (u_{\text{inf}}, u'_{\text{sup}})$$

where $u_{\text{inf}}, u_{\text{sup}}, u'_{\text{inf}}, u'_{\text{sup}}$ are bounds on $S$. Clearly, $D$ is bounded, convex, and contains $S$. Next, all partial derivatives $\frac{\partial X}{\partial u}$ are continuous in $D$ (with continuation at $\dot{s} = 0$, see Remark in Section IV-A). This implies that $X$ is Lipschitz in $D$.

We now recall two standard theorems in the theory of Ordinary Differential Equations, see, e.g., [30].

Theorem 2 (Uniqueness): If the vector field $X(u, t)$ satisfies Lipschitz condition in some domain $D$, then there is at most one solution $u(t)$ of the differential equation

$$\frac{d u}{d t} = X(u, t)$$

that satisfies a given initial condition $u(a) = c \in D$.

Theorem 3 (Continuity): Let $u_1(t)$ and $u_2(t)$ be any two solutions of the differential equation $X(u, t)$ in $T_1 \leq t \leq T_2$, where $X(u, t)$ is continuous and Lipschitz in some domain $D$ that contains the region where $u_1(t)$ and $u_2(t)$ are defined. Then, there exists a constant $M$ such that

$$\|u_1(t) - u_2(t)\| \leq e^{M(t-a)} \|u(a) - y(a)\|$$

for all $a, t \in [T_1, T_2]$.

D. Discretized Chain Model

Here we describe the procedure to obtain (24), which is the dynamical equation of the discretized chain model employed in Section V-C, see also Fig. 7.

The net force $F_i$ acting on the $i$th mass is the sum of the following three components:

1) fictitious forces, which include the Coriolis force and centripetal force associated with the rotating frame;
2) constraint forces generated by the $i$th and $i+1$th links;
3) aerodynamic forces, which include drag and lift.

Fictitious forces are computed using standard formulae, which can be found in any textbook on classical mechanics. To compute the constraint forces, we model the links as stiff linear springs whose stiffness is of such that the chain used in the experiment of Section VI, which was $\approx 8 \times 10^7 N/m$. Constraint forces are then computed using Hooke’s law.

Next, to compute aerodynamic forces, we follow the modeling choices of [18], i.e., the aerodynamic forces acting on the $i$th link, which is modelled as a cylinder, is placed entirely on the $i$th mass. Specifically, define the link length vector as $l_i := x_i - x_{i-1}$ and denote by $v_i$ the actual air speed of the $i$th mass. The angle of attack of the $i$th link is given by

$$\cos \xi_i = \frac{l_i \cdot v_i}{\|l_i\| \|v_i\|}$$

The drag and lift acting on the $i$th link are then given by

$$F_D = 0.5 \rho_i C_D \|l_i\|d_i|v_i| e_D,$$

$$F_L = 0.5 \rho_i C_L \|l_i\|d_i|v_i|^2 e_L,$$

where the directions and coefficient of drag and lift are

$$e_D = -\frac{v_i}{\|v_i\|}, \quad e_L = -\frac{(v_i \times l_i) \times v_i}{\|(v_i \times l_i) \times v_i\|},$$

$$C_D = C_f + C_w \sin^2(\xi), \quad C_L = C_w \sin^2 \xi \cos \xi.$$

In the above equations, $d_i$ denotes the diameter of the chain, $C_f$ and $C_w$ are, respectively, the skin-friction and crossflow drag coefficients, and $\rho_i$ is the air density. As in [18], we use the following numerical values:

$$d = 1 \text{ mm}, \quad \rho_i = 1.225 \text{ kg/m}^3, \quad C_f = 0.038, \quad C_w = 1.17.$$

Summing the components, we obtain the $i$th net force $F_i$, from which the acceleration of the $i$th mass can be found as

$$\ddot{x}_i = \frac{F_i}{m_i}$$

where $m_i$ is the mass of the $i$th mass. Rearranging the terms, one obtains the dynamical equation (24)

$$\ddot{y} = f(y).$$
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ABSTRACT: In existing 3D printing processes, the size of the printed object cannot be larger than that of the built chamber or of the delivery system. This makes 3D printing a priori unsuitable for large-sized projects, such as in building and construction. In this paper, we present a framework based on mobile robotics to address that issue. More precisely, we propose to mount the delivery system on multiple robotic mobile platforms endowed with localization and precise placement capabilities. Doing so allows building objects of virtually any size, without compromising printing resolution or speed. We present the overall 3D printing pipeline, from robots placement optimization to localization and mapping, to path planning, to trajectory control and execution. We discuss the difficulties arising from both the materials delivery side and the robotic side. Finally, we give details about our hardware set-up and present some preliminary results.

KEYWORDS: robotics, 3D printing, building and construction

INTRODUCTION

Additive Manufacturing (AM) or 3D printing has been the focus of intense attention in recent years, with applications ranging from bio-engineering to automobile and aerospace manufacturing to food processing. In this paper, we explore the application of 3D printing in building and construction (B&C).

In traditional 3D printing processes, the size of the printed object cannot be larger than that of the built chamber or of the delivery system. This makes 3D printing a priori unsuitable for manufacturing large-sized objects, yet it is a requirement of B&C 3D printing. To address the issue, a mobile robotic framework is presented. The system is proposed to have the print mechanism mounted on multiple mobile robotic platforms. With locomotion, localization and precise placement capabilities, allows the printing of objects without dimensional constraints.

This paper is organized as follows. We first briefly review related works in 3D-printing-based B&C. Next, we present the overall pipeline of robotic 3D-printing for B&C. We then discuss the hardware and software architectures currently developed in our group to implement the pipeline. Finally, we conclude and sketch some directions for future work.
RELATED WORK

On related works, we remark on their mechanical system without observations on their printing material. In literature, there are three main approach to 3D printing involving cement: Contour crafting (Khoshnevis 2004, Khoshnevis, Kwon et al. 2004, Zhang and Khoshnevis 2013), Concrete printing (Lim, Le et al. 2009) and D-shape (Le, Austin et al. 2012). Contour crafting and Concrete printing are primarily extrusion-based techniques, where a nozzle extrudes cement-based material at predefined location with a large gantry system. Separating the two techniques would their slight variation in nozzle designs. The other method, D-shape is a large scale 3D printing method in which sand and magnesium-based materials are bound together to create large stone-like objects. D-shape also employs a gantry system for delivery of the binder in a control environment.

Common in existing techniques is the use of the large scale gantry system for transport, placement and control of the material delivering print head. The apparent drawback of a gantry system is the necessary constraint on the dimension of the print, limiting it to be smaller than the printer, and also preventing its use in confined environments such as caverns. Secondly, on the gantry systems, with its belt/chain driven print head positioning, it may be impossible to install additional independent print heads, placing a limit on the time required for a print job. Lastly, given the sheer size of the gantry system, and its need to be robustly secured, restricts its deplorability and makes installation time and labor intensive.

In our proposed mobile robotic system, the above constraints are addressed as follows (1) As the print head module is controlled by a robotic arm sitting on a mobile platform, the overall system remains compact and is able to print without restriction on the size of the print job. (2) The robotic solution allows multiple printers to work synchronously in the same work environment. (3) Its mobile platform allows it to be deployed with no installation necessary.

ROBOTIC PRINTING PIPELINE

The pipeline

```
Figure 1: Process Pipeline
```

```
Figure 2: Printable area for the manipulator. Blue: printable areas, Red: non-printables because of collision or kinematic unreachability.
```
Figure 1 shows three steps of the pipeline. The first step is to generate printing paths from the 3D model of the desired object. This process depends heavily on the material deposition strategy employed. For example, in conventional extrusion 3D printing process, the object is sliced into thin, closely packed paths. In concrete printing, the path is not deposited from one single nozzle, but probably from a set of multiple nozzles with variable geometry and large area. In this case, a wall can be printed using a single print path.

The second step is to find some feasible sets of placements of robots. We define a placement as feasible if the robot in that placement can deposit material accurately into the desired printing paths. By formulating a geometrical optimization problem, we take advantage of the advanced numerical solvers to find the optimal value for positions and orientations of the robots.

The third step is to plan motion and control for robots to deposit material accurately onto the path while avoiding collision. We devise our own algorithm to accomplish this task – task-precise coordinated motion planning. The idea is to decouple the problem into two simpler ones: 1) planning for individual robot 2) coordination and control for the whole system.

HARDWARE

In this section, we present the hardware components of our robotic setup. These include a robotic arm, a mobile platform and a 3D stereo camera.

Robotic arm and mobile platform

Our robotic system comprises of a six-axis position controlled robotic arm. The robotic arm is capable of 7 kg payload - which allows mounting of our complex in-house nozzle design. The reach of this robotic arm is 900 mm from its base, with a very high repeatability of 0.02 mm.

A mobile platform is used to house and transport the robotic arm in its workspace. This platform has an omni-directional Mecanum wheel mechanism, which allows it to move in any direction. Thus maximum flexibility is given to the robotic arm for material deposition material in the desired path.

Perception

The proposed robotic cement printer is equipped with a 3D stereo camera which employs a projected texture with active stereo vision method to create a point cloud model of the scene. From the point cloud model, depth information can be used for pose estimation and simultaneous localization and mapping (SLAM) problems.

The stereo camera is equipped with random point pattern projector which imposes artificial texture onto the image scene, solving the problem of homogeneous scene. The artificial texture induces interest points which facilitate the extraction of depth information based on epipolar constraints.
**Modular print head**

A modular extrusion print head is designed to be attached to the end effector of the robotic arm, with the idea of granting the proposed robotic printer the option of modular upgrades while saving the cost of retaining the core robotic framework.

**SOFTWARE**

In this section, we describe in details the software/algorithms in our framework.

**Task-precise coordinated motion planning**

The non-robotic audiences might find it beneficial to understand the concepts of path and trajectory in robotic. Both refer to how the joint values of a robot changes, the latter with respect to time and the former without time. Particularly, one can simply think of a path as a continuous line in the joint space of a robot. A trajectory is time-parameterized path, which is simply an indication of how fast it is being executed. One can easily see that it is possible to re-time a trajectory by keeping the path the same but changing how fast the robot moves along that path. This is the main idea behind our method.

In robotic 3D printing, multiple robots must coordinate to print/deposit material precisely at predefined velocity profile while avoiding collision. Using the terminology just introduced, we need to find the corresponding trajectories for all robot collision-free and precisely. We use a decoupled approach in which motion planning for robots is divided into two steps. Firstly, we plan trajectory for individual robot using a combination of randomized motion planning and closed-loop differential kinematics techniques, which will not be discussed here due to space constraint. This step will give us a trajectory for each robot, which might not be collision-free if execute together. Secondly, we re-coordinate the motions i.e. keeping the path of each trajectory the same but altering its time-parameterization so that they are collision-free while still, perform the tasks precisely.

Main idea behind the re-time procedure is to plan another trajectory in the coordination space. The coordination space can be thought of as a cube with perpendicular axes which are the time-intervals of each trajectory. Any point inside this cube corresponds to one instance at which the robots are at a particular combination of configurations. These configurations can be found from the coordinates of the point with respect to each axis, which is simply the time along the respected trajectory. By planning a trajectory in this space, starting at the initial time and ending at some end time, we obtain a full time-parametrization of all robots.
Placement Optimization

Placement Optimization is the module that is responsible for the first step in our pipeline: calculating the optimal number and position of robots. We re-formulate the task into a geometrical optimization problem. In particular, the robot’s reaching range is calculated and approximated as polygons (Figure 2). Next, we define \( n \) robots’ orientation and position as variables \( x_i, 0 \leq i \leq n \) and formulate the cost function as follow

\[
F(x_1, x_2, ...) = \text{length} \left( \bigcup_{i=1}^{n} l_j \setminus \bigcup_{i=1}^{n} R(x_i) \right) + \text{collision cost}(x_1, x_2, ...),
\]

(6)

where \( R(x_i) \) stands for the set of reachable space of the \( i \)-th robot, \( l_j \) stands for the \( j \)-th printing segment and function \( \text{collision cost}(x_1, x_2, ...) \) is assigned some large value if collision happens and zero if there is no collision. We can formulate the following optimization

\[
\begin{align*}
\text{minimize} & \quad F(x_1, ... ) \\
\text{subject to} & \quad x_i \in \text{SE}(2)
\end{align*}
\]

(7)

This optimization problem can be solved by general nonlinear solvers at a reasonable speed. While time might not be a problem, since the calculation of placement can be pre-processed using powerful servers. In our experiment, 3-placement problems can be solved in less than 2 minutes.
**Robot pose estimation**

Self-localization is a fundamental requirement for the autonomous robot printer, especially when multiple robots are synchronously printing in the same working environment. It is well understood that odometry alone is insufficient to solve the localization problem due to its unbounded uncertainty in pose estimation.

Through the stereo camera and ArUco fiducial markers set in the environment, the robot’s pose estimates can be updated with observations of the world. In seeing the markers, relative pose between the camera and the seen object is obtained, and the robot can localize its position unambiguously.

The ArUco markers contain a 6x6 grid of which the four corners of the black border provide the necessary number of points for pose estimation with a calibrated camera. The black border also eases the detection of markers by providing strong contrast. The inner 5x5 region of the ArUco marker is used for identification of different marker IDs and error detection. Accuracy in pose estimation may be improved by arranging multiple markers in a board, which allows more points for the computation of the cameras extrinsic.

**CONCLUSION**

We have presented a framework for robotic 3D printing for construction. Our idea is to mount the delivery system on multiple coordinated mobile robots, which allows planning structures significantly larger than the delivery system itself, without compromising resolution and speed. Our future work consists in integrating the hardware and software architectures with the material delivery systems (nozzle, pump, printable cement, etc.) and demonstrating the capability of the overall framework on a typical construction task.
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ABSTRACT

Scalability is a problem common to most existing 3D printing processes, where the size of the design is strictly constrained by the chamber volume of the 3D printer. This issue is more pronounced in the building and construction industry, where it is impractical to have printers that are larger than actual buildings. One workaround consists in printing smaller pieces, which can then be assembled on-site. This workaround generates however additional design and process complexities, as well as creates potential weaknesses at the assembly interfaces. In this paper, we propose a 3D printing system that employs multiple mobile robots printing concurrently a large, single-piece structure. We present our system in detail, and report simulation and experimental results. To our knowledge, this is the first physical demonstration of large-scale, concurrent, 3D printing of a concrete structure by multiple mobile robots.

1. Introduction

Compared to traditional construction techniques, 3D-printing (also known as Additive Manufacturing) carries the promise of faster, safer, more customizable, and less labour-intensive operations in multiple segments of the Building and Construction (B&C) industry [1]. Recent years have seen rapid developments in 3D-printing for B&C, from the formulation of printable materials [2–4], to the design of new printing systems [5–9], to commercialization [10,11].

A major hurdle to the widespread adoption of 3D-printing in B&C is the limitation on the sizes of the printed structures. As reviewed in detail in Section 2, most existing 3D-printing systems for B&C are based on a gantry, which can only print structures whose sizes are at most as large as that of the gantry itself. Some arm-based systems have been demonstrated, but the sizes of the printed structures in this case are limited by the reach of the robotic arm. One workaround consists in printing smaller pieces, which can then be assembled together. This workaround generates however additional design and process complexities, as well as creates potential weaknesses at the assembly interfaces.

To overcome this scalability issue, we propose in this paper a 3D-printing system based on a team of multiple mobile robots. Such a system can potentially print single-piece structures of arbitrary sizes, depending on the number of deployed robots. We demonstrate, for the first time to our knowledge, the actual printing of a single-piece concrete structure by two mobile robots operating concurrently (see Fig. 1 and video at: https://youtu.be/p_jcG25tUoo). The size of structure is 1.86 m × 0.46 m × 0.13 m (length, width, height), which is larger than the reach of each robot arm taken separately (1.74 m), highlighting the need for multi-robot deployment. According to the classification method proposed in [12], where concrete 3D-printing techniques are classified based on object scale (x0), extrusion scale (x1), environment (e1), assembly strategies (a) and support (s), our system of collaborative printing is categorized as x0 · x1 · e1 · a0 · s0 with robotic complexity of r6, which is higher than all state-of-the-art techniques as recorded in [12]. Note that concurrent printing is important to guarantee good bonding properties at the junctions: sequential printing would lead to fresh concrete adjoining hardened concrete at the junctions, weakening thereby the bonding strength [3,13].

Concurrent 3D printing by multiple mobile robots is difficult for several reasons. First, the robot motions must be carefully planned and coordinated to optimize material delivery while avoiding mutual collisions. Second, robot localization must be highly precise to ensure that the pieces printed by different robots are perfectly aligned. Finally, the mixing and pumping systems of the robots must be coordinated to deliver materials in a synchronized manner.

The remainder of the article is organized as follows. In Section 2, we review existing 3D-printing systems for B&C. In Section 3, we present in detail our system based on a team of mobile robots. In Section 4, we report the results of the multi-robot printing experiment. In Section 5, we discuss the advantages and limitations of the proposed system. Finally, in Section 5.1, we conclude and sketch some directions for future research.
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2. Related works

2.1. Material development of 3D cementitious material printing

In recent years, various 3D printing materials have been developed, categorized primarily into 3D printable plain concrete [2,3,14], 3D printable geopolymer [15], 3D printable fibre reinforcing concrete [16,17], 3D printable rapid hardening materials [18,19] and 3D printable earth-based materials [20]. These materials share a common emphasis on their rheological performances, which directly impacts the buildability and printability of 3D concrete printers, quantified by measurements such as printed height and pumping pressure respectively.

In the literature, several material models have been developed to understand material behaviour. Perrot et al. first established a model correlating yield stress and geometric factor to buildability [21], and his study was extended by Weng et al. towards more realistic application [22]. Weng's built-up model predicts the buildability of hollow cylinder using material static yield stress and geometric factor of the printing design. Wolfs et al. have shown that the elastic properties evolution is also critical in order to avoid structure collapse by buckling [23]. In another rheology study, Chhabra et al. proposed a model relating pumping pressure to rheological performance [24]. His model indicates that pumping pressure is governed by material plastic viscosity. Concrete is thixotropic [25] due to its continuous hydration, and this mean that its viscosity becomes less viscous when undergoing shear due to pumping. From these earlier works done, it is clear that the rheological property and elastic properties evolution of concrete are essential factors affecting concrete printing in terms of buildability and pumpability.

2.2. 3D concrete printing systems

Concrete printing systems can be divided based on their system mechanism, which is primarily gantry systems and robotic arm systems.

2.2.1. Gantry-based systems

The gantry system is widely used and uses a gantry to position the print nozzle in XYZ Cartesian coordinates. The build envelope of the gantry system is determined by enclosed volume of the gantry. A number of notable gantry systems include Contour Crafting [5,26–28], Concrete Printing [2,29,30] and D-shape [5].

These three techniques differ in their printing technique, with Contour Crafting and Concrete printing using an extrusion-based method similar to the Fused Deposition Method in additive manufacturing, and D-shape uses a binder jetting technique to selectively deposit binders on a powder bed made up of magnesium-based materials and sand. Another difference between Contour Crafting and Concrete printing is Concrete Printing's use of printing supports, which allows Concrete Printing to print full 3D topology as compared to Contour Crafting's vertical extrusion of a planar shape.

2.2.2. Arm-based systems

Robotic arm systems are relatively new compared to the gantry system counterparts. They provide additional roll, pitch and yaw controls to the end effector (print nozzle), allowing the print nozzle to perform more articulate print designs, such as printing with the tangential continuity method [7]. The tangential continuity method allows a smoother transition between print layers by maintaining a continuous rate of curvature change, giving a more aesthetically pleasing look. Another robotic arm system by Keating et al. [8] in Digital Construction Platform (DCP), they mounted the robotic arm on a track driven mobile platform for on-site fabrication of printed structures. DCP's system is also self-sufficient by recharging its electrical drive system with solar panels. One other mounted robotic arm system is Cybe RC 3Dp [31] which has a 6-axis robotic arm mounted on caterpillar tracks and is used in 3D printing the R&Drone Laboratory in Dubai [11].

2.2.3. Minibuilders

Minibuilders [9] presents an alternative approach for 3D concrete printing. They use three small mobile robots in the system. The first robot is equipped with a sensor that follows an initial marked path and builds the concrete foundation. The second robot is placed on the foundation and grips the foundation with rollers before printing additional layers of concrete, and building up the structure. The last robot uses suction cups and pressurized air to print vertically up the printed structure and reinforced the printed structure which had only horizontal layers.

2.2.4. Summary

The biggest limitation in literature of printing system is their lack of scalability. Gantry-based system and stationary robotic arm system requires a massive external framework to support the single print nozzle in building the structure. While mobile robotic arm system helps extend the printing range, a single print nozzle still hoards the entire print space, limiting the efficiency of the printer. Although a multiple agent system is introduced by Minibuilders, their robots requires a hardened structure for climbing and therefore has limited application as it involve waiting for the printed concrete to grant sufficient strength before deployment.

This gap in scalability motivates our project of a multi-robot printing system. Our system utilizes multiple mobile robot printers in a multi-agent setting to print their individual portion of a large print structure. They are capable of localization, collision avoidance and efficient coordinated printing through optimal robot placement. Our system demonstrate scalability by allowing users to introduce as many robots as needed in a shared environment for task completion in a fast and efficient manner.

2.3. Robotics background

Some robotics knowledge of the algorithms used in our proposed system for robot localization and planning is introduced in this section.

2.3.1. Simultaneous localization and mapping (SLAM)

Self-localization is critical for mobile robots to allow it to navigate its environment. The common strategy for localization in an unstructured environment involves using Simultaneous localization and mapping (SLAM) to construct and or update the map of the environment while keeping track of the robot in the environment [32–34]. A recent literature survey on state-of-the-art methodologies for
implementing solutions to the SLAM problem can be found in [35].

2.3.2. Motion planning
A fundamental motion planning task is to plan collision-free motions for a robot to move from a start to a goal position among a collection of obstacles [36]. The problem is often solved in configuration space, which is the set of all possible configurations for the robot.

Low-dimensional problems can be generally solved using grid-based algorithms that overlay a grid on top of configuration space and map each configuration to a grid point, or geometric algorithms where shape and connectivity of free space are computed. However, sampling-based algorithms are commonly used for high-dimensional problems due to their higher computational efficiency, where configuration space is represented with a road map of sampled configurations.

When it comes to path planning for multiple robots, there are basically two approaches: coupled and decoupled. A coupled planner treats the robots as a single combined robot and computes a path in a combined configuration space.

3. Large-scale 3D printing by multiple mobile robots

3.1. System setup
Each mobile robot printer in our setup consists of a holonomic mobile platform, a 6-axis robotic arm, a stereo camera and a pump as shown in Fig. 2. The robotic arm is mounted on the holonomic mobile platform and is equipped with a print nozzle. The robotic arm has a reach of 0.9 m with a repeatability of 0.02 mm. The holonomic mobile platform is equipped with sensors for localization and odometry, which includes wheel encoders, inertial measurement unit (IMU) and a 2D laser scanner. Localization is performed using on-board sensors, the stereo camera and some ArtUco markers [37] placed on the platform. The markers have a black border for fast tracking and an inner binary matrix which determines its identifier, preventing feature mismatch. The pump system is responsible for delivering cementitious material to the print nozzle for selectively concrete deposition to build up the final print structure.

3.2. Pipeline
The printing pipeline is illustrated in Fig. 3.
Firstly, for a given 3D CAD model, it was sliced into thin, closely packed paths in a layer-wise fashion. The coordinates and normal of the path were extracted as way points for the robotic arm. Using the geometry information of each layer, the multi-robot placement situation was formulated as an optimization problem, which was solved for finding feasible and reasonable poses for each corresponding robotic manipulator. A feasible solution is defined if a robot is able to deposit material accurately onto the desired print path without self-collision or exceeding its joint limit, while a reasonable solution is defined if the robot is able to avoid potential failure points if there is a better solution. The algorithm for multi-robot placement optimization will be illustrated in Section 3.4.

Secondly, with the construction environment and robot placement, the mobile robots would navigate to their respective target position accurately and without collision. In this phase, an environment map is generated with the on-board sensors and feasible paths are planned for navigation. When the mobile robots are in proximity to their target position, they are guided to their final position, using the stereo cameras. This methodology will be explained in Section 3.5.

Subsequently, the nozzle trajectory is planned so that it can extrude cementitious material accurately onto the required path in a time-coordinated manner in order to avoid collision with the environment, the printed structure and the other robot printers. This trajectory planning phase is done in parallel while the robot printer is navigating its environment. The nozzle trajectory planner takes into account the individual sub-workspace of each robot and the coordinates and normal of the way points generated in the first module, while correcting for minor error in the mobile platform localization. The algorithm for the multi-robot motion will be discussed in Section 3.6.

Finally, with the robot printers in their respective position, the printing process will begin.

3.3. Materials preparation and extrusion methods
The cementitious materials were designed to meet rheological requirements (yield stress and viscosity) for printing, and this was reflected by pumpability during the material delivery phase and buildability during the extrusion phase. Two separate materials were chosen to demonstrate the adaptability of the system towards multi-material printing. One material consists of ordinary concrete with its mix design [22] and shown in Table 2, and the other material is a fibre reinforced concrete mix design [22] and shown in Table 2.

Two SoRoTo Forced Action Mixer 80 L were used in mixing. As mixing factors, such as mixing time, speed and temperature, have been known to affect cementitious material rheological properties, mixing...
procedures were strictly standardised and adhered to, so as to ensure the consistency of rheology performance. Firstly, the powder of all solid ingredients was dry mixed for 1 min at stir speed; water was then added and mixed for another minute at stir speed. Superplasticizer was added, and the mixing speed was increased to speed I for 1 min, and speed II for 1 min. Finally, the fibre is introduced, and the mixing process continued for 2 min at speed II. On completion of the mixing procedures, the cementitious material was loaded into the pumps’ hoppers. During printing, a rotor/stator pump was used to deliver the cementitious material through a 5 m long 25.4 mm diameter hose pipe at 650 rpm. The cementitious material was extruded through a 10 mm tapered diameter print nozzle to build up the designed structure in a layer wise manner. The choice of a round nozzle also eases the orientation constraint on the nozzle allowing a wider pose solution to be found, which translates to a bigger printing volume by the robot printer.

### 3.4. Robot placement optimization

In literature, there are multiple studies on collision avoidance for multiple robots working in a shared workspace [38–40] or optimal robot placement given a prescribed task [41,42] but not the combination of two situations which is required in our multi-robot printing system. The multiple robotic printers have to cover the complete work piece in a collision-free environment yet no overlap of their individual workspace is allowed. We previously formulated this situation as an optimization problem that tries to minimize the length of work piece that is not able to be covered.

However, just satisfying workspace coverage might result in some robot configurations that would cause potential planning problems. In this work, we further improve the algorithm by introducing a score scheme for robot configuration considering its kinematic reachability. The kinematic reachability of a point in the robot workspace is given by the number of possible robot configurations which realize this point. A kinematic reachability database for one robot printer was generated prior to printing (See Fig. 4). Kinematic reachability was then normalized to the interval from 0 to 1 and was incorporated to an optimization program to find the optimal robot placement. In general, let \( N \) denote the number of robot printers, the optimization objective function is given by

\[
\text{argmin}_{x_i \in \mathcal{S}_i} \sum_{i=1}^{N} S(x_i) + C(x_1, ..., x_N)
\]

(1)

where \( x_i \) is the pose of the \( i \)-th robot printer, \( S(x_i) \) evaluates the total reachability of the \( i \)-th robot printer regarding the target object, \( C(x_1, ..., x_N) \) is the cost of collision between the robots, which is assigned to 0 if the system is collision-free and a large value if collisions exist.

### 3.5. Robot localization

Among the myriad of SLAM algorithms, we have adopted GMapping [43] for map construction because of its high efficiency and accuracy. Fig. 5(a) shows a map of our lab constructed with the sensors on board of the platform using GMapping. The constructed map was then used in adaptive Monte Carlo localization (AMCL) [44] for robot localization. In Fig. 5(b) the rainbow colour thin lines were from the sensor data, while the blue regions are places considered occupied on the occupancy grid map. It showed the situation that the mobile robot succeeded in localizing itself in the map using AMCL algorithm, with the sensor observations fitting the given map well.

With the SLAM and AMCL algorithms, mobile platforms are able to localize themselves in a rough-scale and navigate in the environment at a low cost. However, this is far from the precision required for them to print concurrently on one work piece. Hence, we switched to vision control when the platform is near to the target printing site for higher accuracy. Artico markers were attached on the mobile platforms and stereo cameras were installed around the construction site, providing easy and unique features for the camera to identify and avoid feature mislabels when using nature features in the environment. Upon observation of the markers, relative pose between the camera and the detected marker is calculated, and the robot can localize its position unambiguously.

### 3.6. Multi-robot motion planning

Motion planning is required for robot navigation and nozzle trajectory planning for multiple robot printers. In this work, we use decoupled planning approach since it is generally faster. Before talking about planning algorithms, it would be helpful to know that in the syntax of robotics, trajectory is a time-parametrized path, which indicates how fast a path is executed. We first compute a path for each robot independently, then use a coordination diagram to plan collision-free trajectories for each robot along its path. The second step can be thought of as a re-timing process, which is analogous to finding a path from \((0,0,...,0)\) to \((l_1, l_2, ..., l_n)\) of a virtual cube with perpendicular axes representing trajectories of the robots. Each point inside the cube corresponds to one combination of robot configurations at particular time instance.

The above stated trajectory planning is a naive process which assumes perfect execution of the trajectory. However, for platform navigation the uncertainty can be significant due to the slippery of the wheels and imperfect condition of the floor, especially for construction environment. Therefore, to avoid collision of the mobile platforms and to navigate to the goal positions accurately, the platforms broadcast their locations at certain frequency for collision checking, and the trajectory is re-planned upon update of new data.

### 3.7. Actual printing

We used Ubuntu operating system for system integration [45], ROS for device control, message-passing between processes and package management [46], and OpenRAVE for planning and collision checking. Prior to printing, a kinematic reachability database of the robot printers was generated. Subsequently, a map of the printing site was constructed with GMapping by moving a robot printer around the printing site. Stereo cameras were also set up around the site.

By slicing a 3D model of the target object, the waypoints, each consists of XYZ coordinates and a normal vector, were generated. This can be carried out using common slicing programs for 3D printing. Next, taking as inputs the target printing pattern, the robot printers’ models and their kinematic reachability databases, the algorithm in Section 3.4 was used to compute the desired placement of the robot printers. Subsequent to robot placement optimization, trajectories for the

### Table 1

<table>
<thead>
<tr>
<th>Mixture proportion for robot printer 1 (kg/m³)</th>
<th>Materials</th>
<th>Cement (OPC, ASTM Type 1)</th>
<th>Fly ash</th>
<th>Silica fume</th>
<th>River sand</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion</td>
<td>613.7</td>
<td>287.7</td>
<td>57.5</td>
<td>767.2</td>
<td>402.8</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Mixture proportion for robot printer 2 (kg/m³)</th>
<th>Materials</th>
<th>OPC</th>
<th>Sand</th>
<th>Water</th>
<th>Fly ash</th>
<th>Silica fume</th>
<th>Superplasticizer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion</td>
<td>575.7</td>
<td>590</td>
<td>330.3</td>
<td>575.7</td>
<td>863.4</td>
<td>1.4</td>
<td></td>
</tr>
</tbody>
</table>

Note: All ingredients contents are expressed as weight proportion of cement content.
print nozzles are planned in OpenRAVE so that they can deliver material accurately on the desired paths without causing collisions with printed parts and other robot printers. Concurrently, the mobile printers plan their trajectories from home station to target printing positions using the map of the printing site constructed in earlier stage.

Upon completion of the planning, mobile printers navigate towards their target printing locations, using AMCL algorithm to track the mobile printers. In an effort to increase the robot localization accuracy, when the printers are within a pre-defined proximity to their target position, they will switch to vision-feedback control using the stereo cameras to track the ArUco markers placed on the mobile platforms. On reaching their target locations, the printers start to print on the work piece concurrently following the planned paths. The planned paths may be re-planned at this stage to compensate for any minor error in platform localization as discussed in Section 3.2.

Upon completion of printing, the robot printers will return to their home station, using the same navigation strategies when moving to the printing location. In the entire process, the robot printers will broadcast their status for collision checking, and also to synchronize the printing with the pumping system.

4. Results

Results of both simulation and demonstration on actual robotic system are presented in this section.

4.1. Simulation

In the simulation as shown in Fig. 6, two robot printers were required to build a large-scale structure whose size is beyond the printing volume of one single robot printer. It took 24 s to plan for mobile platform navigation from home station to target printing locations, and 25 s from printing location back to home station. Planning of trajectories for the print nozzles to print 12 layers of the target structure took 11 s.

Fig. 4. Kinematic Reachability of a robot printer. The colours represent different levels of kinematic reachability: green and orange denoting the highest and lowest levels respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

(a) Isometric view  (b) View along the x

Fig. 5. Map construction and robot printer localization.

(a) Map of the printing site constructed by GMapping.  (b) Robot printer localization in the map achieved by AMCL

Fig. 6. Simulation of multi-robot printing process.
4.2 Execution

The simulation in Section 4.1 has been implemented on actual robotic system with the proposed printing pipeline. Fig. 7 presents an ordered sequence of intermediate steps during the printing process.\(^1\)

Given target printing location and printing pattern, placement of robot printers and their corresponding printing paths were simulated. The two robot printers navigated from home station to their respective printing locations. Subsequently they started printing concurrently on the large structure in a coordinated fashion without collision. Upon completion of the print, the robot printers return to the home station.

4.3 Printed specimen

The printed structure was 1.86 m × 0.46 m × 0.13 m (length, width, height). The specimen was covered by a plastic sheet to simulate the specimen's own weight when it was placed on its side (Fig. 8(b)). The mechanical properties of the 3D printed concrete with each of the two materials can be found in [4,22]. Regarding the junctions, we did not perform tests (since this would involve cutting the specimen), but noted that the bonding strength was high enough to easily support the specimen's own weight when it was placed on its side (Fig. 8(b)). Informal visual and stress inspections suggested that the bonding was strong. Extensive and quantitative tests will be performed as part of our future work.

5. Discussion

The printing demonstration in Section 4.2 serves as a proof of concept for the multiple mobile robot printing system for printing concrete structure in an efficient and scalable manner. The printed design was chosen to incorporate complex curves and internal voids that would be challenging to build using traditional construction methods. The size of the printed design was also chosen to extend beyond the workspace of a single robot printer, requiring the concurrent printing by multiple robots. With the decoupling of printer system from print material, it allows flexibility for users in selection of materials for different applications such as printing a load bearing structural wall to wall fillers. Our demonstration has intentionally used two different materials in showing its non-reliance on material type, as mentioned in Section 3.3.

As our proposed system has the attribute of arm-based system, mobile platform and swarm printing, its major advantages over gantry-based system, stationary printer and single printer are discussed here.

5.1 Advantages over gantry-based system

Robotic arm printers benefit from the greater flexibility of having full 6 degrees of freedom as compared to 3 or 4 degrees of freedom in the conventional gantry system.

This extra articulation allows the robotic arm printer to print complex curved parts using the tangential continuity method [7,47]. This results in a smoother transition between print layers by maintaining a continuous rate of curvature change, hence giving a structurally more efficient mechanical stability by reducing shear loads between printed layers.

5.2 Advantages over stationary printer

The mobile platform of our robot printer extends the reachability of the printer, by allowing the printer to print beyond the fixed environment it will otherwise be confined to when stationary. On-site robotic 3D printing is expected to alleviate transportation cost, as printing large structures on site helps to relieve pressure of transporting oversized parts that would not fit on a conventional truck.

5.3 Advantages over single printer

Swarm printing affords greater scalability and efficiency as compared to a single printer. It has been shown in our demonstration that swarm printer can build structure whose size (1.86 m × 0.46 m × 0.13 m) is larger than the reach of a single printer (1.74 m). When the same structure is to be printed with a single printer, it took twice the required duration of two printers.

However, there are also challenges for the system to work robustly for application in B&C industry. A major technical difficulty would be accurate localization of the robot printer under different terrain conditions. When the terrain is bumpy and dusty, which is common to a construction site, the mobility scheme for the mobile printer plays a vital role in the printing system. As Mecanum wheel designs for holonomic mobiles can perform poorly on rough terrains [48], it would be necessary to investigate alternative wheel schemes to enhance the robustness of the printing, such as differential tank drive.

6. Conclusion and future works

6.1 Conclusion

In this paper, we have demonstrated a multi-robot printing system that is capable of on-site printing large structures in a safe, efficient and scalable manner. The system configuration contains several modules: planning of robot placement to optimize workspace, mobile robot navigation and localization to reach target printing location, and planning of manipulator trajectory to deposit material accurately on desired path.

We presented our results of both simulation and demonstration on actual robotic system: two mobile robot printers work concurrently on one structure whose size is twice the printing volume of one single printer.

Comparing to existing 3D cementitious material printing techniques, experimental results suggest that the proposed system is superior in its greater practical scalability and higher time efficiency due to the employment of multiple robot printers, as well as better on-site printing capability credited with mobility of the system. These advantages make the proposed system promising to be scaled up for on-site large-scale printing applications in B&C industry. Both technical and economic benefits can be evaluated by the Construction Robotic Equipment Management System (CREMS) [49-52]. Furthermore, using a fleet of mobile robots for construction could have an extreme potential in other non-conventional aspects. One such application is to allow automated construction in hard-to-reach, remote areas, such as underground caves, the Moon or Mars [53], to which it is inconvenient or even impossible to bring other kinds of machine required for existing cementitious material printing methods.

A technical concern of the proposed system is the complexity in coordinating such a fleet of mobile robots. However, this paper demonstrates that this difficulty can be significantly mitigated by utilizing standard robotic techniques.

6.2 Future works

With our successful proof-of-concept demonstration of the proposed multi-robot printing system, our primary future plan is to integrate the overall system to boost automation to a greater extent.

Moving forward from current printing-on-arrival scheme, where robot printers navigate towards desired printing locations and start to print at these stationary locations, our future research direction will...
focus on study of printing-while-moving scheme to fully utilize the advantage of mobile robot printer and further extend the printing scale. On account of the integration of printing-on-arrival and printing-while-moving, the study will also involve investigation of trade-off between
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Abstract—This paper addresses the problem of multi-robot path coordination, considering specific features that arise in applications such as automatic aircraft taxiing or driver-less cars coordination. The first feature is departure events: when robots arrive at their destinations (e.g., the runway for take-off), they can be removed from the coordination diagram. The second feature is the “no-backward-movement” constraint: the robots can only move forward on their assigned paths. These features can interact to give rise to complex conflict situations, which existing planners are unable to solve in practical time. We propose a set of algorithms to efficiently account for these features and validate these algorithms on a realistic model of Charles de Gaulle airport.

I. INTRODUCTION

Consider \( n \) robots whose tasks are to move from their initial positions \( p_{i}^{\text{start}} \) to their respective goal positions \( p_{i}^{\text{goal}} \), where \( i \in \{1, 2, \ldots, n\} \). Suppose furthermore that their paths from \( p_{i}^{\text{start}} \) to \( p_{i}^{\text{goal}} \) are fixed and do not involve any collision with the environment. Finding the coordinated motions of the robots to move along their paths while avoiding mutual collisions is a classical problem in robotics, known as the \textit{multi-robot path coordination} problem.

This problem arises in many contexts. In some multi-robot motion planning instances, the unconstrained problem (i.e., when the paths are not fixed) is intractable, in particular because of the high dimensionality of the problem itself, such that the only practical solution is to \textit{decouple} it into two steps \([1, 2, 3]\): (i) find a path for each robot independently; (ii) solve the path coordination problem with the paths found in (i) being fixed. In some other applications, the robots have to move along predefined “tracks”, e.g., driver-less cars on city streets, delivery vehicles in an automated warehouse, or automatic aircraft taxiing on airport tracks. Here, the constraints of “staying on the track” makes unconstrained motion planning inapplicable. A more natural solution consists of (i) finding the paths for each robot independently using, e.g., graph search; (ii) solving the path coordination problem with the paths found in step (i).
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In this paper, we consider the multi-robot path coordination problem with automatic aircraft taxiing as an intended application (see Fig. 1 for an application scenario at Charles de Gaulle (CDG) airport in Paris, France). This application displays two specific features. The first feature is departure events: when robots arrive at their destinations (e.g., the runway for take-off), they can be removed from the coordination diagram, resulting in a change of the structure of the coordination problem, such as its dimensionality. The second feature is the “no-backward-movement” constraint: the robots can only move forward on their assigned paths. This constraint also arises in driver-less cars applications: while reversing a car is possible, it should be avoided in normal driving. Furthermore, these features can interact to give rise to complex conflict situations, which existing planners are unable to solve in practical times. The objective of this paper is to develop a set of algorithms to address (a) departure events, and (b) the “no-backward-movement” constraint in the multi-robot path coordination problem. As reported in Section V, these algorithms help reduce planning time of a sampling-based planner and endow the planner with the ability to solve problem instances with more aircraft. Consequently, they make coordinated motion planning feasible.
planning suitable for real-time taxiing applications.

The rest of the paper is organized as follows. In Section II, we briefly review the multi-robot motion planning problem and some of its applications. In Section III, we recall the main concepts of path coordination. In Section IV, we present our main contributions, namely, a set of new algorithms to handle departure and conflicts, which are specifically caused by the “no-backward-movement” constraint. In Section V, we present simulation results based on a realistic model of Charles de Gaulle airport. Finally, in Section VI, we discuss the advantages and drawbacks of our approach and sketch some future research directions.

II. LITERATURE REVIEW

Approaches to the problem of multi-robot motion planning can be classified as centralised or decentralised. In the centralised approach, a central computer receives position information, computes the motion plans, and sends the commands to all robots. On the other hand, in the decentralized approach, each robot computes its own movement based on the information at its disposal.

In the context of aircraft taxiing, the centralized approach is currently in use in most airports (air traffic controllers play the role of the central computer), which prompts us to focus on this approach in this paper. Within the centralized approach, one can further distinguish decoupled methods, which we have mentioned previously, from non-decoupled methods, where trajectories (paths and timings) are computed in a single step.

A. Non-Decoupled Methods

Applying classical robot motion planning methods, such as probabilistic roadmap (PRM) [4] or rapidly-exploring random tree (RRT) [5], directly to the product configuration space is highly inefficient. Similarly, graph search-based methods (see, e.g. [6]) will suffer from the curse of dimensionality. Therefore, most non-decoupled methods are found in the operation research literature, and are based in particular on Mixed Integer Linear Programming (MILP).

In [7], [8], Marin formulated the problem as a multi-commodity network model, which is then solved via MILP. In particular, a planning horizon is first defined and then discretized into a number of intervals with the horizon often lasts 30 min while the intervals is approximately 30 s. Then a spatial-time graph is constructed from the original spatial graph by creating multiple instances of each node corresponding to the number of time interval. The author then solved the resulting network flow problem with constraints via CPLEX. This formulation has the ability to consider general objective function. Note that recent developments on Lagrangian decomposition [8] yield significant improvements in terms of computation time.

A different formulation that also utilizes MILP was reported in [9]. Instead of time-discretization, binary variables were used to indicate the order with which aircraft pass through a given landmark. The authors reported that their implementation can plan motions for 30 aircraft in a reasonable amount of time (less than 100 s), but computation time increased significantly (more than 1000 s) for 50 aircraft.

B. Decoupled Methods

O’Donnell and Lozano-Pérez [1] were the first to introduce the idea of coordination diagram, which encodes the relative motions of the robots on their assigned paths (see Section III-A for more details). The authors then proposed to compute the obstacle regions in the coordination diagram explicitly via discretization and subsequently to find a collision-free path by a greedy algorithm.

In [3], Siméon et al. considered the problem of multiple mobile vehicles moving along straight lines or arcs. This particular path geometry allows them to efficiently compute the bounding box representation of the obstacle regions in the coordination diagram.

In [10], Peng and Akella considered the problem of time-optimal path coordination subject to velocity and acceleration constraints. The authors formulated the problem using Mixed Integer Nonlinear Programming and were able to compute sub-optimal but feasible coordinations.

In [2], Svetka and Overmars introduce the idea of roadmap coordination. Instead of moving on an assigned path, a robot can move within a roadmap. The coordination diagram then becomes a composite roadmap. This can be seen a generalization of both the non-decoupled and decoupled methods: if the roadmaps are infinitely dense, then roadmap coordination is equivalent to the former approach; if each roadmap contains only one path, then roadmap coordination is equivalent to the latter. Next, using roadmap coordination, it is possible to decompose the global coordination problem into several connected components.

More recently, in [11], Solovey et al. used RRT to find collision-free paths in the coordination diagram and obtained promising results in terms of computation time.

C. Specificity of Our Approach

Our approach is inscribed within the coordination diagram framework. In particular, as in [11], we use RRT to find collision-free paths in the coordination diagram. Our specificity consists of the departure and conflict management features. As we shall demonstrate, taking these features into account significantly improves the performance with respect to using a vanilla motion planner. Note that the development presented here can be easily combined with existing decoupled planning heuristics (e.g. roadmap coordination [2]).

In absence of standardized test cases, it is difficult to establish quantitative comparisons with the non-decoupled approaches based on MILP discussed previously. Indeed, the hardness of a motion planning instance not only depends on the number of aircraft, but more fundamentally, on the existence of “narrow passages”. Our problem instances are associated with a large number of shared tracks and potential deadlocks, yielding particularly narrow passages in the coordination diagram, which are hard to overcome without the proposed conflict management.
A. Departure Management

We say that a robot departs from the CD when it reaches its goal position. This terminology is in line with the aircraft taxiing context, where aircraft indeed depart (take off) when they reach their goal positions (the runway) or wheel-locked in the gate where it would not block the way of other aircraft. Once a robot has departed, it “disappears” and is no longer taken into account in collision checks, thereby simplifying the motion planning problem.

In the CD $\mathcal{C}$, departure of a robot corresponds to the search tree reaching a configuration $q$ on an $n-1$-dimensional face of $\mathcal{C}$. When this happens, we continue the planning on the respective face of $\mathcal{C}$. This can be seen as initiating a new search tree, in $n-1$-dimensional space, rooted at the intersection point of the previous tree and the face. When another robot reaches its goal position, we continue the same process, i.e. planning in the $n-2$-dimensional space and so on.

Virtual Box: If one samples new configurations within the CD $\mathcal{C}$, one can never reach the faces of $\mathcal{C}$ since the faces have measure zero relative to $\mathcal{C}$. Therefore, we propose to sample new configurations within a larger $n$-orthotope $\mathcal{C} := (s_1^{\text{goal}}, s_2^{\text{goal}}, \ldots, s_n^{\text{goal}})$.
B. Conflict Management

An elementary conflict happens when two robots, traversing their own assigned paths, have potential to collide with each other. This, in turn, happens when their paths intersect, either at a point or a long a segment. There are three types of elementary conflicts:

- **Junction (J):** two robot paths cross each other at a point;
- **Shared (S):** two robot paths share a path segment where both robots travel in the same direction; and
- **Deadlock (D):** two robot paths share a path segment where both robots travel in opposite directions.

The scenarios of elementary conflicts are depicted in Fig. 4. A sampling-based planner, equipped with a collision checker\(^1\), is able to explore the configuration space without the need to explicitly computing the obstacle set, which is computationally expensive. However, we found out that:

- **The presence of narrow passages**—regions in \( \Xi \) with relatively small volumes that when removed, increase the number of connected component in \( \Xi \)—greatly affects the performance of the planner. While it is possible to use some heuristics to alleviate the problems arisen from narrow passages (see, e.g., [13]), they often require some assumptions on the obstacle set \( \Theta \). Therefore, it is better to have at least partial knowledge of \( \Theta \) in order to devise policies to overcome those obstacles.

\(^1\)Note that for simplicity of discussion, here we ignore the maximum extension distance \( \epsilon \). This maximum extension distance must also be taken into account in the actual implementation.

\(^2\)A collision checker is a function that takes a configuration as its input and return a Boolean value indicating if the input configuration is in collision.

\(^3\)Note that since all the paths are parameterized by their own path lengths, the intervals \( I_1 \) and \( I_2 \) have the same length. This implies \( s_{\text{start}}^{1} - s_{\text{end}}^{1} = s_{\text{start}}^{2} - s_{\text{end}}^{2} \), and so on.
Fig. 6: Complex deadlocks. (a) The situation consists of three robots. (b) There are three elementary deadlock obstacles in \( E \), depicted as gray rectangular prisms (not to scale). (c) The three elementary deadlock obstacles induce a complex deadlock shown in red.

**Deadlock:** Suppose the robot \( r_1 \) is in the shared segment when \( s_1 \) is in \( I_1^D \) and the robot \( r_2 \) is in the shared segment when \( s_2 \) is in \( I_2^D \). The set \( s_1, s_2 \) is called a deadlock set. A complex deadlock is an intersection of set \( s_1, s_2 \), which is a straight line connecting \( s_1 \) and \( s_2 \) and \( (s_1, s_2) \) is an \( E \) in \( E \).

Note, however, that the deadlock obstacle \( O^D \) can create a virtual obstacle or a trapped region (the red region in Fig. 5). When there are \( n \) robots in the scene, the obstacles are simply the union of previously discussed obstacles inside the new two segments. For example, from the scenario in Fig. 2(a), the deadlock obstacle is a rectangular prism \( I_1^D \times I_2^D \times [0, s_1] \).

2) **Resolving Conflicts:** Here we only discuss a policy to overcome deadlock obstacles since they have the most potential to create narrow passages.

Since one robot can be inside a deadlock path segment at a time, when one robot, say \( r_1 \), has already entered the deadlock, the other, say \( r_2 \), needs to wait until \( r_1 \) has come out. Also, \( r_2 \) should be waiting only when it is near the entrance of the deadlock segment. Geometrically, this policy leads us to define waiting areas \( W_1, W_2, W_3 \) in \( C \), as depicted in Fig. 5(b). When the search tree is extended from a configuration inside a waiting area, one robot should be notified to prevent future collision. The tree is extended from \( q_{wait} \in W_1 \), the robot \( r_1 \) should be made waiting, i.e., the tree extension will go vertically. In case of \( W_2 \), the robot \( r_2 \) should be waiting, while in case of \( W_3 \), the user has freedom to choose the waiting robot. Note that the dimension of the waiting area can be adjusted to suit different applications.

3) **Complex Deadlocks:** Apart from elementary deadlock obstacles, as discussed previously, there exists complex deadlock obstacles, i.e., those that involve more than two robots. Note that this complex deadlock is not equivalent to multiple elementary deadlocks since it is not a subset of any combination of elementary obstacles.

To see this, consider a situation depicted in Fig. 6(a) in which there are three robots. There is a deadlock between every possible pair of robots. Each of the conflicts induces a deadlock obstacle in \( C \) that is a 3-orthotope. However, in this case, the arrangement of the three 3-orthotopes is such that it induces a new trapped region not inside any existing elementary deadlock obstacles (red region in Fig. 6(c)). We call this trapped region a complex deadlock as it is induced by multiple elementary obstacles. To prevent the search tree from being stuck in a complex deadlock, we present an algorithm to compute a complex deadlock obstacle induced by a cluster of elementary deadlock obstacles.

Consider an exemplary 2D coordination diagram that contains two elementary deadlock obstacles \( O^D_1 \) and \( O^D_2 \), connected at their corners, as depicted in Fig. 7(a). In this case, there is a complex deadlock \( O^D \), shaded in red. To compute \( O^D \), we need to compute shadows of one elementary obstacle.

Then a complex deadlock will be an intersection of shadows. More precisely, suppose there is a light source placed at \( +\infty \) of \( s_1 \)-axis of \( C \). Then \( O^D \) will produce a shadow \( S_1 \) and \( O^D_2 \) will produce a shadow \( S_1 \) (see Fig. 7). Configurations in these shadows can be seen as being blocked in \( s_1 \)-direction. Suppose there is another light source placed at \( +\infty \) of \( s_2 \)-axis then we compute shadows \( S_2 \) and \( S_4 \). Similarly, configurations in \( S_2 \) or \( S_4 \) can be seen as being blocked in \( s_2 \)-direction. Finally, the complex deadlock is obtained as an intersection of shadows from different directions. This is because a deadlock is, by definition, a region that is blocked in every direction. In this example, \( O^D = S_1 \cap S_4 \).

Note that the proposed procedure of computing complex deadlocks can be easily generalized to handle complex deadlocks or any dimension. For example, consider an obstacle described by a Cartesian product \( [s_1] \times [s_2] \times \cdots \times [s_4] \). The shadow of this obstacle in \( s_1 \)-direction is simply described as \( [0, s_1] \times [s_2] \times \cdots \times [s_4] \).

A. Planning Pipeline

We propose the following pipeline to address multi-robot path planning problems:

**Step 1** Plan robot paths in the physical map independently using, e.g., a graph search algorithm;

**Step 2** Find a collision-free path in the coordination diagram using the set of algorithms developed previously;
Step 3: Post-process the path.

In the post-processing step, one can first use shortcutting algorithms [14], [15] to smoothen the path in the CD. Then one can *time-parameterize* the physical paths, i.e., impose velocity and acceleration constraints, by using algorithms such as Time-Optimal Path Parameterization (TOPP) [16]. If the commands are to be transmitted by Air Traffic Controllers, one can also impose the switch times (the time duration between two acceleration switches) to be always larger than some predefined minimum value [15].

B. Simulation Results

Here we compare performance of four variants of the RRT planner [5] in coordination scenarios on the CDG airport (see Fig. 1) involving 2 to 25 aircraft. A video of a coordination solution of a problem with 25 aircraft can be found at https://youtu.be/hfJelRpee00. All the simulations were run on a 2.2GHz laptop running Ubuntu.

RRT Variants: The four planners are as follows:

1) Vanilla RRT: This planner is without handling of departure events (virtual box) and conflict management. After each successful extension of the search tree, the planner will attempt to connect the newly added tree vertex to the goal configuration via a straight path with a probability $p_{\text{bias}}$.

2) RRT-DM: This is an RRT planner with only the Departure Management feature, i.e., the virtual box heuristic.

3) RRT-CM: This is an RRT planner with only the Conflict Management feature. Since the virtual box heuristic is not used, there is also a connection attempt after each successful tree extension as in the vanilla RRT.

4) RRT-DCM: This is an RRT planner with both the departure management and conflict management features.

In the simulations, all variants used the same maximum extension distance ($\varepsilon$). The probability $p_{\text{bias}}$ (for Vanilla RRT and RRT-CM) was set to 0.2.

Problem Settings: Let $2 \leq n \leq 25$ be the number of robots in the scene. For each $n$, we first randomly sampled $n$ pairs of start and goal positions. Then for each planner, we ran simulations 50 times on each of the 24 sampled problem instances. In each run, the time limit was set to 60 s.

Results are reported in Fig. 8. While RRT-DM found a solution in every run, the success rates of the other three planners decrease rapidly with $n$. At large $n$'s, those planners only occasionally get *lucky* enough to find solutions. From this sufficiently clear trend, we did not run simulations for Vanilla RRT, RRT-DM, and RRT-CM for $n > 15$.

Interestingly, RRT-DM performed better than Vanilla RRT and RRT-CM. This is because in a multi-robot path coordination scenario, allowing robots to reach their goals at different times greatly increases the solution space, hence the high success rate. However, since a new search tree is initiated when a robot reaches its goal, the lack of conflict management feature can result in the new tree being trapped completely in a deadlock. Similarly, although the conflict management feature is useful, not explicitly allowing robots to reach their goals at different times is still too restrictive that although the search tree did not get trapped, the planner required too much time to find a solution.

One can see that while the presented two features—departure handling and conflict management—are not much beneficial being used separately, they are complementary. Therefore, integrating both of them into a planner significantly improved the performance as illustrated in simulations.

Note also that although previous works such as [17] presented simulations with 240 aircraft, the number of aircraft was cumulative across an interval of three hours. All snapshots presented in [17] showed less than 20 aircraft in the airport. By contrast, the simulations presented here were such that all aircraft were presented in the scene.

VI. DISCUSSION AND CONCLUSION

A. Discussion

Arrival Management: This feature cannot be directly integrated into the presented approach since the planning in the coordination diagram does not include timing. The planned path only encodes information of relative positions of robots/aircraft. It is thus not possible to include new aircraft into the planner while in the middle of the planning process. However, the simulation results presented previously suggest that it can be possible to use the approach “plan-execute-replan”. That is, it is feasible to assume that a coordinated path is planned and the execution starts before a new aircraft arrives. Thus, when a new aircraft arrives, one can replan the coordinated path by using the current configuration as the root of the new search tree.

Complex Deadlocks: The existence of complex deadlocks has been already been discussed in the literature (see, e.g., [1]). Similar ideas were also explored in literature on concurrency control of databases [18], [19]. However, previous works only discussed these deadlocks in 2D cases. Furthermore, a complex deadlock was also thought to be the SW-hull [20] of other existing obstacles [1]. Upon further investigation, we found out that the complex deadlocks are equivalent to SW-hulls only in two-dimensional cases. To our knowledge, this paper is the first to develop an algorithm to explicitly address high-dimensional complex deadlocks.

The presented approach, however, comes with high combinatorial complexity. To compute a complex deadlock induced by a cluster of $m$ elementary deadlocks, we compute exactly two shadows produced by each obstacle. In the worst case, we need to examine all possible cases $2^m$ of shadow intersection (since in each case, we can select one out of two shadows). Therefore, the worst case complexity is $O(2^m)$. It is possible to reduce the computation time by using, for example, a graph search algorithm that takes into account path overlapping, hence reducing $m$. However, to derive a more efficient complex deadlock detection algorithm, we need to gain more understanding of how complex deadlocks are formed, their mathematical properties, etc.

Completeness: The RRT planner itself is probabilistically complete [5], meaning that if there exists a solution, it will...
be found with probability one as the number of iterations increases. However, the planner presented in this paper may not be probabilistically complete. One factor is that the current mechanism of departure management reduces the dimension of the coordination diagram immediately after a robot has reached its goal. This mechanism implicitly assumes that the configuration \( q_{\text{dep}} \) is part of some solutions, which we currently have no guarantee. Further study should also focus on this completeness issue.

**Optimality:** Although optimal sampling-based planners such as [21] can be used instead of RRT, further analysis is needed in order to verify whether the optimality of such planners is retained under the presence of the no-backward-movement constraint, which limits the connectivity between a tree vertex and its neighbors.

### B. Conclusion

In this paper, we have developed a set of algorithms to deal with departure events and conflicts (mainly caused by the “no-backward-movement” constraint) in the classical multi-robot path coordination problem. The virtual box heuristic, when integrated into a planner, allows robots to reach their goals at different times while the conflict management feature helps prevent the search tree from being trapped in a deadlock situation. Integrating the presented two features in a multi-robot coordination planner greatly improves the performance, as illustrated in simulations. Future research directions include, but are not limited to, 1) further understanding of deadlock formation and how to reduce complexity of complex deadlock computation; and 2) analyzing the completeness property of the planner.
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