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Abstract—With the advancement of large-scale coordinated attacks, the adversary is shifting away from traditional distributed denial

of service (DDoS) attacks against servers to sophisticated DDoS attacks against Internet infrastructures. Link flooding attacks (LFAs)

are such powerful attacks against Internet links. Employing network measurement techniques, the defender could detect the link under

attack. However, given the large number of Internet links, the defender can only monitor a subset of the links simultaneously, whereas

any link might be attacked. Therefore, it remains challenging to practically deploy detection methods. This paper addresses this

challenge from a game-theoretic perspective, and proposes a randomized approach (like security patrolling) to optimize LFA detection

strategies. Specifically, we formulate the LFA detection problem as a Stackelberg security game, and design randomized detection

strategies in consideration of the adversary’s behavior, where best and quantal response models are leveraged to characterize the

adversary’s behavior. We employ a series of techniques to solve the nonlinear and nonconvex NP-hard optimization problems for

finding the equilibrium. The experimental results demonstrate the necessity of handling LFAs from a game-theoretic perspective and

the effectiveness of our solutions. We believe our study is a significant step forward in formally understanding LFA detection strategies.

Index Terms—Internet security, link flooding attack, security patrolling

Ç

1 INTRODUCTION

WITH the advancement of large-scale coordinated
attacks (e.g., botnets), the adversary is shifting away

from traditional distributed denial of service (DDoS) attacks
against specific victim servers [1], [2], [3], [4], [5], [6], [7], [8],
[9] to sophisticated DDoS 7attacks against critical Internet
infrastructures. Link flooding attacks (LFAs) are such
advanced DDoS attacks against critical links on the Internet
[10], which have recently come into practice after attracting
the academia for years. They are extremely powerful due to
their ability in paralyzing a large regional network by con-
gesting critical links surrounding it. For example, to degrade
the connectivity of the anti-spam service Spamhaus, LFAs

were employed by the adversary to flood a few links ofmajor
Internet exchange points in Europe and Asia, threatening to
break down core Internet infrastructure with up to 300 Gb/s
attack traffic [11].

As compared to traditional DDoS attacks against vic-
tim servers, LFAs exhibit new features. Specifically, LFAs
provide an indirect, stealthy yet powerful choice for the
adversary to scale attack traffic to unattainable levels to
flood all possible links (and thus degrade the connectivity
of nearby networks) [12]. LFAs are indirect in the sense
that the adversary never directly attacks any host in a net-
work, while degrading the connectivity of the network (or
the host). To achieve this, the adversary coordinates enor-
mous traffic flows, originating from a large number of
distributed compromised machines (e.g., bots) to many
different machines (e.g., publicly-accessible servers) near
or within the target network, so that all traffic flows cross
and congest only a few selected links surrounding the
network. LFAs are stealthy and undetectable by the target
network because individual traffic flows (e.g., accessing a
publicly-accessible server) are indistinguishable from
legitimate ones.

Due to the new features, the detection of LFAs differs
from that of traditional DDoS attacks, which relies on server-
side passive traffic monitoring. To defend against such
attacks, several router-based approaches have been pro-
posed [13], [14], [15], [16]. Despite the promising prospects,
their effectiveness may be limited because they cannot be
widely deployed to the Internet immediately. In contrast,
non-cooperative measurement techniques deployed at ter-
minal hosts can be explored to detect LFAs via active prob-
ing [17], without the need to modify current Internet
infrastructures (e.g., configuring routers) requiring
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administrative privileges. Apparently, they would be amore
practical countermeasure in immediate response to LFAs.

These non-cooperative techniques actively measure the
network performance (e.g., packet loss rate, RTT, available
bandwidth) along a path (i.e., a sequence of links) originat-
ing from a source host (where a probing agent is deployed)
to a destination host (e.g., a publicly-accessible server), and
the abnormal performance degradation along the path (e.g.,
high packet loss rate, abrupt changes) will indicate the
occurrence of LFAs targeting at least one link along this
path. To further detect the specific links that account for the
performance degradation, hop-by-hop measurement techni-
ques for localizing a path’s bottleneck can be leveraged [18].
Detecting the paths and the links suffering from LFAs
whenever possible enables upstream providers to launch
responsive countermeasures to mitigate LFAs.

Despite the capability of employing non-cooperativemea-
surement techniques to detect LFAs along a specific path, we
are facing a tremendous challenge when deploying these
techniques. That is, we cannot predict the target links the
adversary selects to attack (and correspondingly where to
deploy detection methods), given that all links under protec-
tion might be targeted by LFAs [12]. At first glance, this chal-
lenge can be easily addressed by deploying detection
methods covering all the paths (links). Unfortunately, this is
non-trivial because of the practical barriers below. First, to get
accurate measurements, the probing of path (link) perfor-
mance originating from a single host should not concur-
rently cover many paths [19], due to the potential mutual
interference. For example, two packet trains for measuring
the available bandwidth of two different paths, if concur-
rently issued from the same host, would be interleaved with
each other, thereby damaging the back-to-back nature of a
packet train and causingmutual interference. As pointed out
and verified by Croce et al. in [20], such mutual interference
between concurrent packet trains may lead to rather inaccu-
rate measurement. Second, bursts of a large probing outde-
gree (resp. indegree) from a source and (resp. towards a
destination) may result in self-congestion [21], or trigger
security alerts from existing monitoring systems [22], conse-
quently making the probing activities inaccurate or even
blocked. Third, to cover more paths (links), the defender has
to deploy probing agents in more machines that are geo-
graphically dispersed. However, such a strategy is cost pro-
hibitive, not to mention that the agents cannot be deployed
arbitrarily due to resource constraints [23], [24].

As a result of the above barriers, the defender needs to ini-
tiatively avoid mutual interference [25] and takes into
account the constraint of limited resources. Consequently,
the defender can only monitor a subset of all the paths and
the links during a period. On the other side, since the adver-
sarymight illegallypossess abundant compromisedmachines
all over the network, he1 has the agility to coordinate massive
traffic flows originating from these machines to attack many
(and potentially different) links (at different time periods)
[12], [26]. Therefore, to make the LFA detection methods
deployable, it is highly desirable to design optimal detection
strategies subject to practical resource constraints. Such

optimal detection strategies are expected to have the follow-
ing properties. First, they should be dynamic rather than
static because if static strategies are adopted, a number of
links would be left unprotected, and consequently being
attacked without the defender’s awareness. Nevertheless,
adopting dynamic strategies can deter the adversary, and let
him feel that the detectionmight be everywhere at the time of
attacks. Second, dynamic strategies should be designed to
maximize the defender’s expected utilitywith limited resour-
ces and take into account the adversary’s behavior.

With these expected properties in mind, we propose a
randomized game-theoretic approach working like real-life
security patrolling to study LFAdetection strategies. Achiev-
ing this approach entails addressing several key issues. First,
a mathematical model is desired to describe the confronta-
tion between the defender and the adversary. Second, we
need to find a way capable of quantifying the adversary’s
behavior to a wide extent. Third, once successfully formu-
lated, the problem should be effectively solved.

Our major contributions are summarized below.

� We are the first to formulate the problem of optimal
LFA detection as a Stackelberg security game and
explore the LFA detection strategies. We consider a
well-informed adversary who can perfectly observe
the detection strategies, or diligently learn the detec-
tion strategies after conducting surveillance. The
threat model of an agile andwell-informed adversary
makes the defender robust against a strong adversary
by design. (Section 4)

� We design a randomized mixed-detection strategy in
consideration of the adversary’s behavior to maxi-
mize the defender’s expected utility. Meanwhile, best
and quantal responsemodels are leveraged to charac-
terize the adversary’s behavior in response to the
defender’s strategy, allowing us to characterize a
continuous wide range of the adversary’s rationality
from zero to infinity. (Sections 5 and 6)

� To tackle the NP-hard nonlinear and nonconvex opti-
mization problems raised from our model for finding
the equilibrium, we transform them into standard
mixed-integer linear programming problems using
techniques such as conditional judgment elimination,
binary search and piecewise linear approximation.
Both synthetic and real-world experiments demon-
strate that our randomized mixed-detection strategy,
compared to uniform-detection and best-detection
strategies, can effectively maximize detection utility
given limited security resources. (Section 7)

Roadmap. Section 2 illustrates LFAs. Section 3 describes
the problem. We formulate the problem in Section 4, and
solve it in Sections 5 and 6. We experiment in Section 7, dis-
cuss in Section 8, review the literature in Section 9, and
finally conclude in Section 10.

2 BACKGROUND OF LINK FLOODING ATTACK

Fig. 1a demonstrates a simplified example of LFAs. In this
example, triangles sa1 and sa2 are compromised machines (i.e.,
bots), and the adversary wants to attack target link l4. To this
end, he instructs sa1 and sa2 to send traffic to publicly-accessi-
ble servers d3 and d4, respectively. In practice, he can instruct

1. We use “he/him/his” and “she/her/her” to represent the adver-
sary/attacker and the defender respectively for ease of representation.
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more bots to send traffic flows that cross l4 to more public
servers, rendering all the traffic flows aggregated at target
link l4 and in turn congesting l4. From the standpoint of d3
and d4, the attacking traffic flows originating from sa1 and sa2
are indistinguishable from legitimate ones [10]. Therefore,
LFAs targeting l4 cannot be perceived by d3 and d4, not to
mention other nodes (e.g., d2, s

d
1) where attacking traffic

flows neither arrive nor originate. However, the network
area covering d2, d3 and d4 will be unreachable once l4 is con-
gested, hence making resources of d2, d3 and d4 unavailable
to their intended users (e.g., sd1) on the Internet.

The above example demonstrates that LFAs can effec-
tively cut off the connections of a target network, without
being detected by passive trafficmonitoring at terminal hosts
or the perimeter of the target network. Specifically, the
adversary first selects persistent links that connect the target
network area to the Internet, and then instructs massive bots
to generate legitimate traffic flows between bots and a bunch
of publicly-accessible servers, for crossing and thus congest-
ing the selected links. If the paths among bots cover the
selected links, the adversary can also coordinate traffic flows
among these bots for the same goal.

To diagnose the disconnection and performance degrada-
tion of a network, non-cooperative measurement methods
based on active probing were proposed to detect LFAs. As
Fig. 1b demonstrates, the defender can probe the path (i.e., a
sequence of links) originating from sd1 to d2, to detect whether
LFAs occur along the path, by performing end-to-end path
measurement (e.g., packet loss rate, RTT, available band-
width) [17]. The anomaly (e.g., abrupt degradation) of the
path performance indicates the occurrence of LFAs targeting
at least one link (i.e., l1; l4; l6) along this path. To further locate
the specific links that account for the performance degrada-
tion along the path, hop-by-hopmeasurement techniques for
detecting the location of a path’s bottleneck can be leveraged
[18]. In our example, to find the link whose performance
degrades the most, sd1 can choose to perform hop-by-hop
path performance measurement that covers paths l1, l1 ! l4,
and l1 ! l4 ! l6, respectively. Interested readers can refer to
[17] for technical details.

3 PROBLEM DESCRIPTION

Let G ¼ ðV;EÞ be a network topology visible to both the
adversary and the defender. Nodes in V denote end hosts,
public servers or routers, and edges in E denote IP links.
We next detail nodes and edges as demonstrated in Fig. 1.

The set of nodes can be decomposed into four types of
non-empty sets: (1) Sd is the set of source nodes owned by

the defender (e.g., the end host sd1 2 Sd ). Probing traffic flows
in charge of LFA detection originate from source nodes in Sd;
(2) Sa is the set of source nodes under the control of the
adversary (e.g., end hosts sa1; s

a
2 2 Sa). Attack traffic flows for

congesting a target link originate from source nodes in Sa; (3)
D is the set of destination nodes (e.g., public servers
d1; . . . ; d4 2 D with open ports), where both probing traffic
flows and attack traffic flows are directed towards (Sd \ Sa

\D ¼ ;); (4) All remaining nodes in the network (i.e.,
V n fSd [ Sa [Dg), including routers (i.e., circles) and end
hosts that do not belong to Sd [ Sa [D.

The set of edges can be decomposed into two non-empty
sets: (1) The set of links adjacent to at least one end host (e.g.,
edges with continuous thin lines), which we call terminal
links; (2) The set of links only adjacent to routers (e.g., edges
with continuous thick lines), which we call target links and
denote the set of these links by L. LFAs make a feature of
attacking target links, rather than terminal links targeted by
traditional DDoS attacks. Therefore, L is the protection space
where the defender performs security patrolling, and mean-
while the attack spacewhich the adversary targets.

When the adversary attempts to congest a target link l 2 L
by LFAs, he chooses a set of nodes in Sa and a set of nodes in
D. Then, he coordinates massive traffic flows originating
from nodes in Sa to nodes in D. All these traffic flows cross
target link l, and consequently l would be congested. The
traffic flows are routed in G by underlying protocols (e.g.,
BGP, OSPF), whereby the path from any node in Sa to any
node in D can be determined. Existing tools like Paris

Traceroute could get the paths between the source and
the destination [27]. Therefore, to congest l, the adversary
would choose node pairs between Sa and D based on the
routing protocol. For example, the adversary in Fig. 1a
attacks l4 using node pairs ðsa1; d3Þ and ðsa2; d4Þ. Note that, to
evade detection, LFAs may limit the period of flooding l to
avoid triggering route changes [10].

To detect LFAs, the defender chooses a set of nodes in Sd

and a set of nodes in D. Then, for each node sd 2 Sd, she
deploys a probing agent, and assigns at mostMðsdÞ nodes in
D to probe during a period. From each node sd, at most
MðsdÞ node pairs are formed. Each node pair typically corre-
sponds to a path. Through the path, the defender can detect
LFAs by sending probing traffic flows originating from sd.
Since different node pairs may have the same paths (e.g.,
ðsd1; d2Þ and ðsd1; d3Þ in Fig. 1a) that cover the same sequence of
target links, the number of paths originating from node sd is
upper bounded by the number of corresponding node pairs.
The reasons that each node in Sd is assigned a limited

Fig. 1. Simplified examples demonstrating: (a) an LFA against l4, (b) a successful detection scenario, and (c) an unsuccessful detection scenario.
Continuous thick lines from l1 to l7 are all possible links under attack. The hollow triangle sd1 denotes a source host owned by the defender, while the
black shaded ones sa1 and sa2 owned by the adversary. Square boxes from d1 to d4 denote publicly-accessible servers. The dotted black arrows beside
links denote traffic flows congesting l4 issued by the adversary, while the dotted red arrows over links denote the probing from the defender.
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number of nodes in D during a period has been described
(e.g., mutual interference of concurrent measurement ses-
sions, self-congestion, security alerts) in Section 1. Similarly,
each node d 2 D is assigned at mostMðdÞ nodes in Sd during
a period. However, the number of destinations publicly
accessible by the defender (i.e., jDj) is far larger than that of
probing agents deployed by the defender (i.e., jSdj). This
makes the constraint regardingMðdÞ ignorable in most cases.
One can simply remove those probing strategies in which
constraints regardingMðdÞ are not satisfied. The example in
Fig. 1b shows a successful detection scenario since the path
ðl1; l4; l6Þ covers l4, enabling the performance measurement
of l4, while Fig. 1c depicts an unsuccessful one because the
path ðl1; l3; l5Þ fails to cover l4.

Since the adversary often illegally controls a large-scale
compromised machines (e.g., bots) in G, any of the target
links in Lmight be attacked by LFAs. These machines can be
instructed to sendmassive traffic flows to public servers inD
to congest the target links. Besides publicly-accessible serv-
ers in D, the adversary may also deploy his own “public”
servers to coordinate the massive traffic flows [28]. On the
other hand, it is hard, if not impossible, for the defender to
cover all target links in L, due to the practical resource con-
straints, meaning that the defender can only cover a subset
of paths (and links) during a period.

Taking advantage of limited security resources, the
defender seeks to perform security patrolling using random-
ized detection strategies. She first deploys the detection strat-
egy in advance, and thenwaits for attacks from the adversary.

The deployed strategy is desired to be optimally randomized,
relying on the design by the defender in consideration of the
adversary’s response. Meanwhile, to design the optimal
attack strategy, the adversary’s response also needs to take
into account the defender’s deployed randomized detection
strategy,whichmay be exposed to the adversarywith surveil-
lance capability. Therefore, to design better detection and
attack strategies, the defender and the adversary have to take
into account each other’s behavior.

This paper focuses on theoretically investigating LFA
detection deployment strategies rather than designing new
detection schemes against LFAs along a specific path. We,
therefore, consider the underlying detection scheme as a
blackbox that can be directly called by security patrolling
with the guidance of our carefully designed strategies.
Table 1 summarizes major notations throughout our paper.

4 A GAME-THEORETIC FORMULATION

The problem of optimal LFAdetection strategies can bemod-
eled as “attacker-defender” security games (a.k.a. Stackel-
berg security game) [29], [30], [31], [32]. The defender acts as
the leader, while the adversary is the follower. The leader
commits to a strategy, and the follower then optimizes his
reward considering the strategy chosen by the leader.

4.1 Threat Model: Agile and Well-Informed
Adversary

We consider a threat model wherein the adversary is agile
and “well-informed”. The former means the adversary has
the agility to attack all possible (potentially different) links
(at different time periods by shifting the target links), while
the latter allows the adversary to perfectly observe the detec-
tion strategies, or learn them by conducting surveillance.
This threat model with a strong adversary is theworst case for
the defender, where the adversary could react based on the
acquired knowledge of the detection strategies. Note that it
is our design choice to consider very strong adversary capa-
bility. Belowwewill justify the design.

Specifically, the well-informed adversary has two major
capabilities. First, he has full knowledge of the network topol-
ogy. Discovering network topologies has been widely studied,
and can be conducted in a lot of well-established passive and
active ways [33], [34]. For example, iPlane, a scalable service
providing accurate predictions of Internet path performance,
performs traceroutes from PlanetLab nodes daily to map the
Internet’s topology [35], [36]. Second, the adversary can per-
fectly observe the defender’s strategies after conducting sur-
veillance, or learn the defender’s strategies. In our context, the
adversary can learn the probability distribution of the defender
choosing pure strategies, but cannot know exactly which pure
strategy will be chosen at the time of scheduled attacks. This
coincides with the situation that the adversary faces, i.e., the
adversary can hardly determine whether a link is under the
defender’s protection during a certain period, even though he
knows the probability that the defender protects the link.

Our assumption that the adversary is able to perfectly
observe the defender’s strategies after conducting surveil-
lance, or learn the defender’s strategies, seems to be too ide-
alistically at first glance. Such an assumption is reasonable
in our problem for three reasons.

TABLE 1
Summary of Notations

Notation Definition

li the ith target link

L set of target links

I total number of target links

Sd set of probing sources of the defender

sd probing source sd 2 Sd

Sa set of sources (i.e., bots) of the adversary

sa source sa 2 Sa of the adversary

D set of destinations (i.e., publicly-accessible servers)

d destination d 2 D

Ni number of paths crossing li
MðsdÞ maximum number of probing paths from sd

MðdÞ maximum number of probing paths to d

Rd
i defender’s reward on protecting li if attacked

Pd
i defender’s penalty on not protecting li if attacked

Ra
i adversary’s reward on successfully attacking li

P a
i adversary’ penalty on unsuccessfully attacking li

J total number of pure strategies of the defender

Gj the jth defender’s pure strategy

jGjmax maximum number of links covered by Gj,8j
aj probability that the defender chooses Gj

a ða1; a2; . . . ; aJ Þ, mixed-detection strategy

Bi probability that the best response adversary attacks li
� quantal response adversary’s rationality, � 2 ½0;þ1Þ
Qið�Þ probability that the quantal response adversary attacks li
Aij coverage indicator of Gj on li; Aij ¼ 1 or Aij ¼ 0

xi marginal probability that defender protects li
Ud
i ðxiÞ defender’s expected detection utility on protecting li

Ua
i ðxiÞ adversary’s expected attack utility on attacking li

Ud defender overall utility
P

BiU
d
i ðxiÞ or

P
Qið�ÞUd

i ðxiÞ
Ua adversary overall utility

P
BiU

a
i ðxiÞ or

P
Qið�ÞUa

i ðxiÞ
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First, our primary goal is to design a system defending
Internet links against a sophisticated adversary. Hence,
assuming an adversary with strong capability allows us to
achieve our primary goal.

Second, the adversary normally can only acquire limited
knowledge about the defender’s strategies in practice, not
strictly consistent with our assumption that the adversary
can perfectly know the defender’s strategies. Nevertheless,
Blum et al. have analytically demonstrated that, in zero-sum
Stackelberg security games, the defender that simply keeps
optimizing against the adversary with full knowledge of the
defender’s strategies, is meanwhile almost optimal against
the adversary with limited surveillance, i.e., sampling a
reasonable (and usually very small) number of observa-
tions [37]. Precisely, according to [37], when optimizing
against the (ideal) adversary with full knowledge of the
defender’s strategies, a probing agent could achieve a sub-

optimal utility that is at mostOð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lnðdkÞ=kp Þ less than the util-

ity when optimizing against the (actual) adversary with lim-
ited surveillance, where the utility specifically refers to the
(normalized) relative utility ranging between �1 and 1 (see
Section 7.3 for details). Here, d denotes the number of paths
that the probing agent can cover simultaneously, and k is the
number of observations that the adversary actually has.
Since d is small for accurate non-cooperative measurement,
such utility loss decreases rather quickly as k grows.

Third, for the adversarywho knows the defender adopting
security games for detecting LFAs, he also has an opportunity
to mathematically solve (instead of observing) the defender’s
strategies from the defender’s perspective via security games.
To solve the defender’s strategies, the adversary requires the
topology and the link importance associated with the target
network under protection, which are not difficult to acquire.

Generally, the adversary could conduct surveillance in
two ways:

Passively Observing. First, since probing techniques have
unique patterns [38], the adversary can set up decoy servers
or compromise routers to reveal ongoing probing. Second,
public measurement platforms [39], [40], [41], [42] usually
provide detailed information of their infrastructures and
the measurement results online, thus easing the surveil-
lance. Third, there is a possibility of invading the defender’s
server for the adversary (though pretty small), thereby leak-
ing the full knowledge of the defender’s strategies.

Actively Testing. By active attack testing, the adversary can
learn from the defender’s reaction, such as route changes.
However, such active attack testing would render the adver-
sary always one step behind the defender, because it is
too late for the adversary to respond after route changes. The
only way to take advantage of active attack testing is to
cross-validate the defender’s strategies learned from pas-
sively observing beforehand so to improve the way that the
defender performs passively observing.

In our model, to deal with the agile and well-informed
adversary, the defender takes into account the adversary’s
awareness of her detection strategies by design. Such a design
makes the defender robust against a strong adversary.

4.2 Player Strategies

In the Stackelberg security game, the defender commits to a
randomized mixed-detection strategy, wherein the defender

chooses a pure detection strategy from her strategy set with
a certain probability distribution. Essentially, a mixed strat-
egy is an assignment of a probability to each pure strategy.
The adversary then conducts surveillance of the mixed-
detection strategy, and in turn responds with a pure attack
strategy from his strategy set. Here, a pure strategy pro-
vides a complete definition of how a player would play a
game for any situation he or she could face, and a player’s
strategy set is the set of pure strategies.

4.2.1 Defender

The defender’s strategy set is a set of pure strategies, each of
which, say G, depends on the mapping relation between
probing sources Sd and destinations D. Specifically, each
probing source sd 2 Sd can choose to probe MðsdÞ destina-
tions at most, and each destinations d 2 D can serve up to
MðdÞ probing sources. Consequently, different choices
regarding which destinations to probe (subject to connection
degree constraints MðsdÞ and MðdÞ) of sd in Sd result in dif-
ferent defender’s pure strategies (and thus different sets of
links). Therefore, a defender’s pure strategy G is a set of links
covered by onemapping relation between Sd andD.

4.2.2 Adversary

The adversary aggregates traffic flows to attack a few selected
target links each time. A pure strategy of the adversary is a set
of target links that the adversarymay select to attack. For sim-
plicity, we consider that each pure strategy contains one link
l 2 L. Note it can be easily extended to the case where each
pure strategy contains a few more links when the number of
core links is relatively small (see Section 8).

When the adversary decides to attack l, the probability
that the defender can detect LFAs against l depends on the
marginal probability that the defender’s pure strategies
cover l, denoted by x. The larger x is, the more likely for the
defender to capture the abrupt (abnormal) changes of link
performance that indicate the presence of LFAs against l,
hence more chances to detect the attack. The probability of
detecting LFAs against l can be measured by x. For exam-
ple, when the defender plays a pure strategy G with proba-
bility one and the adversary performs LFAs against l, the
attack can be detected with probability one whenever l 2 G,
and the adversary succeeds in the attack when l =2 G.

4.3 Utility Functions

Consider that target link li is attacked. If li is covered by the
defender’s (adopted) pure strategy, the defender receives
reward Rd

i . Otherwise, the defender receives penalty Pd
i .

Similarly, the adversary receives penalty Pa
i in the former

case, and rewardRa
i in the latter case. In practice, the reward

that the defender protects a specific link can be assigned
based on the asset importance of the link (e.g., path coverage,
capacity), and so does the penalty that the adversary attacks
a link [12], [43]. Selecting different asset importance meas-
ures does not affect the basic game-theoretic model.

We further consider the marginal probability xi that the
defender’s pure strategies cover li. That is, xi denotes the
defenders’ probability to protect li. The defender’s expected
utility on protecting li can be expressed as:

Ud
i ðxiÞ ¼ xiR

d
i þ ð1� xiÞPd

i ; (1)
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and the adversary’s expected utility on attacking li is:

Ua
i ðxiÞ ¼ xiP

a
i þ ð1� xiÞRa

i : (2)

Properties Rd
i > Pd

i and Ra
i > Pa

i for 8i hold because they
respectively guarantee thatUd

i ðxiÞ andUa
i ðxiÞ strictly increase

and decrease w.r.t. xi, ensuring that investing security
resources benefits the defender and restricts the adversary.

Let Gj denote the jth pure defender strategy, and Aij

denotes the coverage indicator of Gj on li, where Aij ¼ 1
when li 2 Gj, and Aij ¼ 0 otherwise. Let I be the total num-
ber of target links, J be that of the pure strategies of the
defender. We denote the probability of the defender choos-
ing Gj by aj, and

PJ
j¼1 aj ¼ 1. The marginal probability xi

for the defender to protect li can be calculated by:

xi ¼
XJ
j¼1

ajAij ; i ¼ 1; 2 . . . ; I: (3)

The summation of xi denotes the expectation of the number
of links that the defender can protect simultaneously, upper
bounded by jGjmax, i.e., the maximum number of links
covered by Gj, 8j. We denote ða1; a2; . . . ; aJÞ by a, and ðx1;
x2; . . . ; xIÞ by x, where x is determined by a.

Since the defender’s utility considers the adversary’s
response models, solving the optimal strategy relies on
the adversary’s response models. Meanwhile, the adver-
sary with different response models maximizes his utility
after observing the defender’s strategy. Eventually, the
defender 7and the adversary reach an equilibrium where
each player’s strategy is optimal given the strategy of
the other player.

To find the equilibrium, in Sections 5 and 6, we
will formally define the players’ objective functions.
Particularly, the defender will design the mixed-detection
strategy (i.e., a) maximizing her utility, as is formally
presented below.

Mixed-Detection Strategy: play Gj with probability aj
where aj 2 a is the solution maximizing the defender’s
utility (defined in problem P1/P3 in Sections 5/6),
j ¼ 1; 2; . . . ; J

4.4 Justification for Using Stackelberg
Security Game

The Stackelberg security game is played sequentially
between two players, i.e., the defender and the adversary.
The defender, as the leader, moves first and commits to a
mixed strategy. The adversary, as the follower, then observes
the defender’s strategy and optimizes his reward. Such a
security game model fits our problem for three reasons.

First, detecting LFAs requires the defender to persistently
and routinely perform monitoring before the attack occurs.
Therefore, the sequential game where the defender moves
before the adversary meets our requirement. However, the
defender has to figure out its (optimal) strategies before
moving (i.e., performing security patrolling), in consider-
ation of its strategies (once adopted) being observed by the
adversary. In other words, it is the defender herself rather
than the adversary who needs “solving the defender’s

strategies”, and it is the adversary rather than the defender
who needs to observe the defender’s strategies. Note that
“observing the defender’s strategies” means that the adver-
sary knows the probabilities of the defender’ choosing a
pure strategy, yet without the knowledge of which specific
strategy the defender would adopt at the time of an
adversary’s scheduled attack.

Therefore, “solving the defender’s strategies” and
“observing the defender’s strategies” are conducted by the
defender and the adversary respectively. Moreover, the
defender solves its strategies by maximizing its utility func-
tion against the adversary who perfectly observes its strate-
gies (i.e., strong surveillance capability), thereby achieving
mathematically reliable strategies. By doing so, the defender
can accomplish almost optimal utility in zero-sum Stackel-
berg security games, even when the adversary has limited
surveillance capability [37].

Second, due to resource constraints, the defender cannot
execute all pure strategies simultaneously. Moreover, she
cannot knowwhich target the adversary would attack. Thus,
the defender typically selects one pure strategywith a proba-
bility distribution over all pure strategies, termed as a mixed
strategy. In this way, even if the adversary can learn the
probability distribution of the defender choosing pure stra-
tegies, he cannot know exactly which pure strategy the
defender will choose at the time of scheduled attacks,
thereby deterring the adversary. Also, it has been proved
in [44] that if the commitment to a mixed strategy is possible,
then the (optimal) commitment never hurts the leader (i.e.,
the defender), and often helps.

Third, as a best response to the defender committing to a
mixed strategy, the adversary has two choices to maximize
his utility. One is to do the mixed strategy as well, i.e., select-
ing one pure strategy (e.g., attacking one link) with a proba-
bility distribution over all pure strategies. The other is to
select one pure strategy among all pure strategies. At first
glance, the former would be better for the adversary since it
is randomized. However, if a mixed strategy is a best
response, then each of the pure strategies involved in the
mixed strategy must itself be a best response. Particularly,
each must yield the same expected utility. Otherwise, the
mixed strategy would not be a best response if the probabili-
ties of selecting pure strategies with lower expected utilities
are dropped and assigned to the probabilities of selecting
pure strategies with higher expected utilities, hence resulting
in a contradiction. Interested readers could refer to [45] for
a detailed proof. Such a lesson indicates that, as a best
response, the adversary only needs to find a pure strategy
maximizing his expected utility.

One may argue that, once the defender exactly predicts
the pure strategy that the adversary would adopt, she can
deterministically select a pure strategy that can detect the
attack by violating her commitment to a mixed strategy.
Nevertheless, violating the commitment and deterministi-
cally selecting pure strategies would make the defender fail
to be better off in the long run, since in this case the adver-
sary could evade the detection.

The expected utilities of both the defender and the adver-
sary are calculated according to the probabilities of the adver-
sary attacking each link, the probabilities of the defender
protecting each link, and link importance. For the defender
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committing to a mixed strategy and the best response adver-
sary selecting one pure strategy (i.e., one link) to perform the
attack, both of their expected utilities are determined by the
attacked link, the importance of the attacked link, and the
probability of the defender protecting the attacked link. The
defender does not benefit from protecting the links that are
not attacked, while the adversary only benefits from attacking
the selected link. Please refer to (6) in Section 5 for how to cal-
culate the defender’s expected utility, where the adversary’s
expected utility can be calculated through replacing Rd

i and
Pd
i by Pa

i and Ra
i , respectively. In the Stackelberg security

game, a mixed strategy equilibrium is guaranteed to exist in
finite games [44].

When conducting security patrolling against LFAs
in practice, we can re-initiate the Stackelberg security
game if no attack is detected in the last round. In each
round, the defender chooses a pure strategy from her
strategy set according to the probability distribution of
the mixed strategy. The time duration of each round is
lower bounded by the time for the defender to execute
her selected pure strategy, i.e., the time to measure the
paths (or links) belonging to the pure strategy. Moreover,
the defender enters the next round to select a new pure
strategy to execute upon finishing the current one if no
attack is detected. If an attack is detected, the defender
will concentrate on tracking the attack. An alternative
approach is to invoke an attack tracking module and
meanwhile the defender keeps patrolling.

5 OPTIMAL DETECTION STRATEGIES AGAINST A
BEST RESPONSE ADVERSARY

Let us first consider a perfectly rational adversary who takes
the best response strategy. Such an adversary will attack the
target link maximizing his own expected utility. Thus, the
probability that he chooses to attack target li is:

Bi ¼ 1 Ua
i ðxiÞ � Ua

j ðxjÞ for 8j ¼ 1; 2; . . . ; I;
0 otherwise:

�
(4)

Simultaneously, the defender selects an optimal mixed
(i.e., randomized) strategy in consideration of the perfectly
rational adversary’s best response behavior model, where
the adversary breaks ties in favor of the defender [29]. The
defender maximizes her detection utility as:

max
a

XI
i¼1

BiU
d
i ðxiÞ: (5)

Substituting (1), we rewrite (5) as:

max
a

XI
i¼1

Bi xiR
d
i þ ð1� xiÞPd

i

� �
: (6)

In the LFA detection problem, there are constraints for the
defender to assign security resources. As interpreted in pre-
vious sections, not all possible subsets of links can be feasible
strategies of the defender, and the marginal coverage ratio xi

on target li is also restricted. To calculate the defender’s opti-
mal detection strategy against a best response adversary

with resource assignment constraints, the following optimi-
zation problemP1 needs to be solved.

P1 :

maxa
PI

i¼1 Bi xiR
d
i þ ð1� xiÞPd

i

� �
;

subject to xi ¼
PJ

j¼1 ajAij for 8i;PJ
j¼1 aj ¼ 1;

0 � aj � 1 for 8j:

8>>><
>>>:

(7)

P1 cannot be directly solved since Bi in (4) contains the “if-
then” logical relationship (i.e., if Ua

i ðxiÞ � Ua
j ðxjÞ then Bi ¼

1; otherwise Bi ¼ 0). After eliminating the relationship, we
can equivalently transform P1 into problem P2.

P2 :

maxa V;

subject to xi ¼
PJ

j¼1 ajAij for 8i;PJ
j¼1 aj ¼ 1;

0 � aj � 1 for 8j;Bi 2 f0; 1g for 8i;
V � xiR

d
i þ ð1� xiÞPd

i

� � � ð1�BiÞZ for 8i;
K � xiP

a
i þ ð1� xiÞRa

i

� � � ð1�BiÞZ for 8i;
K � xiP

a
i þ ð1� xiÞRa

i

� � � 0 for 8i:

8>>>>>>>>>><
>>>>>>>>>>:

(8)

Proof of the Equivalence of P1 and P2. The aim of P1 is
to maximize

PI
i¼1 BiðxiR

d
i þ ð1� xiÞPd

i Þ, which equals

ðxiattackR
d
iattack

þ ð1� xiattackÞPd
iattack

Þ according to (4). Here,

iattack is the index of the target link that the best response

adversary selects to attack, and thus we have Biattack ¼ 1

and Ua
iattack

ðxiattackÞ � Ua
j ðxjÞ for 8j ¼ 1; 2; . . . ; I. Therefore,

P1 is equivalent to �1 ensuring that the adversary attacks

liattack and achieves the largest attack utility; �2 whenliattack is

attacked, maximizing the detection utility ðxiattackR
d
iattack

þ
ð1� xiattackÞPd

iattack
Þ.

In P2, the last two constraints jointly ensure�1 . Specifically,
the last constraint in P2means that, for 8i, xiP

a
i þ

� ð1� xiÞRa
i Þ

is upper bounded by K. The penultimate constraint in
P2 indicates that, when the adversary selects to attack a link

liattack , i.e., Biattack ¼ 1, we have ðxiattack Ra
iattack

þ ð1 �
xiattackÞPa

iattack
Þ � K. This means that the adversary achieves

the largest attack utilityK by attacking liattack and thus would

select to attack liattack . Meanwhile, from the penultimate con-
straint in P2, we derive ðxiP

a
i þ ð1� xiÞRa

i Þ � K � Z for
8iði 6¼ iattackÞ, where Z is a positive constant satisfying
K � Z < K. This ensures that the adversary achieves the
attack utility lower thanK by attacking links other than liattack .

On the other hand, the antepenultimate constraint in
P2 ensures �2 . More precisely, we have ðxiattackR

d
iattack

þ
ð1� xiattackÞPd

iattack
Þ � V , when the adversary selects to attack

liattack . Maximizing V would result in a maximized detection

utility ðxiattackR
d
iattack

þ ð1� xiattackÞPd
iattack

Þ.

6 OPTIMAL DETECTION STRATEGIES AGAINST A
QUANTAL RESPONSE ADVERSARY

We next consider an adversary with tunable rationality. In
real-world situations, the adversary is unlikely to be perfectly
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rational due to the subjective nature of human behavior, indi-
cating a very low probability for him to choose the strategy
with maximum utility. Therefore, we need to extend the best
response behaviormodel of the adversary.

When selecting strategies, it is hard, if not impossible, for
the adversary to be perfectly rational or completely irrational.
In other words, decision noises will be added to characterize
the rationality of the adversary. Despite decision noises, the
adversary generally chooses better strategies more fre-
quently. However, the capability of the adversary choosing
better strategies decreases as the noises increase.

To describe such strategy selection behavior, we employ
the quantal response model for the adversary [46]. Specifi-
cally, the probability Qið�Þ that a quantal response adver-
sary chooses target li can be calculated by:

Qið�Þ ¼ e�U
a
i
ðxiÞPI

i¼1 e
�Ua

i
ðxiÞ ; (9)

where � 2 ½0;1Þ is a non-negative parameter characterizing
the rationality of the adversary. As � increases, the adversary
becomes rational. Particularly, the adversary becomes
completely irrational when � ¼ 0, and perfectly rational as
� ! 1. From (9), we see that a completely irrational adver-
sary chooses any link li uniformly at random; whereas a per-
fectly rational adversary chooses the strategy with the largest
utility, indicating (9) is equivalent to (4) as � ! 1.

Given that the adversary follows the quantal response
model, the defender aims to find the optimal detection strat-
egy that maximizes the expected utility as follows:

max
a

XI
i¼1

Qið�ÞUd
i ðxiÞ: (10)

Substituting (9), we rewrite (10) as:

max
a

XI
i¼1

e�U
a
i
ðxiÞPI

i¼1 e
�Ua

i
ðxiÞ U

d
i ðxiÞ: (11)

To calculate the defender’s optimal strategy against a quan-
tal response adversary, problem P3 needs to be solved.

P3 :

maxa
PI

i¼1
e
�Ua

i
ðxiÞPI

i¼1
e
�Ua

i
ðxiÞ U

d
i ðxiÞ;

subject to xi ¼
PJ

j¼1 ajAij for 8i;PJ
j¼1 aj ¼ 1;

0 � aj � 1 for 8j:

8>>>><
>>>>:

(12)

Solving P3 requires solving nonlinear, nonconvex NP-hard
optimization problems. Substituting (1) and (2), we rewrite
the objective function in P3 as follows:

max
a

XI
i¼1

e�R
a
i e��ðRa

i
�Pa

i
Þxi ðRd

i � Pd
i Þxi þ Pd

i

� �
PI

i¼1 e
�Ra

i e��ðRa
i
�Pa

i
Þxi : (13)

The above equation is a function w.r.t. xi. Let e�R
a
i ¼ Ai,

�ðRa
i � Pa

i Þ ¼ Bi, and Rd
i � Pd

i ¼ Ci. The above equation can
be further rewritten as:

max
a

PI
i¼1 AiCixie

�Bixi þPI
i¼1 AiP

d
i e

�BixiPI
i¼1 Aie�Bixi

: (14)

We use N ðxÞ and D ðxÞ to denote the numerator and denom-
inator of (14). Recall that xi ¼

PJ
j¼1 ajAij, 8i. Then, (14) can

be equivalently simplified as:

max
a

N ðxÞ
D ðxÞ : (15)

To optimize (15), we employ a binary search strategy. Spe-
cifically, we first estimate the initial upper bound (UB) (e.g.,
maximum Rd

i ) and lower bound (LB) of the defender’s
expected utility (e.g., minimum Rd

i ) in (15), then calculate the
mean value, denoted as m, of UB and LB. If 9x such that
N ðxÞ=D ðxÞ � m, we update LB as m. Otherwise, we update
UB as m. We iteratively conduct the updating until UB and
LB are sufficiently close (i.e., smaller than an arbitrarily small
value �).

A key step in the above iterations is to determine if 9x
such that N ðxÞ=D ðxÞ � m. To achieve this, we can minimize
the objective function mD ðxÞ � N ðxÞ to see if its optimal
value is smaller than or equal to zero. If so, we can conclude
that 9x such that N ðxÞ=D ðxÞ � m. Otherwise, we have
N ðxÞ=D ðxÞ < m for 8x. The objective function to minimize
can be further expanded as:

min
a

XI
i¼1

Aiðm� Pd
i Þe�Bixi �

XI
i¼1

AiCixie�Bixi : (16)

We then convert P3 to P4.

P4 :

mina
PI

i¼1 Aiðm� Pd
i Þe�Bixi�PI

i¼1 AiCixie
�Bixi ;

subject to xi ¼
PJ

j¼1 ajAij for 8i;PJ
j¼1 aj ¼ 1;

0 � aj � 1 for 8j:

8>>><
>>>:

(17)
Let N 0ðxÞ and D0ðxÞ be the piecewise linear approxima-

tion of NðxÞ and DðxÞ, respectively. Using piecewise lineari-

zation e�Bixi ¼ 1þPW
w¼1giwxiw and xie

�Bixi ¼ PW
w¼1miwxiw

[47], we have N 0ðxÞ ¼ PI
i¼1AiP

d
i ð1þ

PW
w¼1giwxiwÞ þ

PI
i¼1 AiCiPW

w¼1miwxiw and D0ðxÞ ¼ PI
i¼1Aið1þ

PW
w¼1giwxiwÞ. There-

fore, (16) is approximated as

min
a

XI
i¼1

Aiðm� Pd
i Þ
�
1þ

XW
w¼1

giwxiw

�
�
XI
i¼1

AiCi
XW
w¼1

miwxiw; (18)

where W is the number of pieces that uniformly partition
½0; 1�, xik is the portion of xi in each piece (i.e., xi ¼

PW
k¼1 xik),

giw and miw are the slope of each piece.
The minimization problem for determining if 9x such

that N ðxÞ=D ðxÞ � m is presented in problem P5, a mixed-
integer linear programming formulation.

P5 :

mina
PI

i¼1 Aiðm� Pd
i Þ
�
1þPW

w¼1 giwxiw

	
�PI

i¼1 AiCi
PW

w¼1 miwxiw;

subject to xi ¼
PJ

j¼1 ajAij for 8i;PJ
j¼1 aj ¼ 1;

0 � aj � 1 for 8j;
0 � xiw � 1

W for 8i; w ¼ 1; . . . ;W;

ziw
1
W � xiw for 8i; w ¼ 1; . . . ;W;

ziðwþ1Þ � ziw; ziw2f0; 1g for 8i; w ¼ 1; . . . ;W:

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

(19)
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The Optimal Solution of P5. For assisting the analysis, we
define two constants C1 ¼ e

�Bð�C þ �Bð �Rd þ �PdÞÞ�A=A and
C2 ¼ 1þ e

�B �A=A, where �B ¼ maxIi¼1Bi, �C ¼ maxIi¼1Ci, �A ¼
maxIi¼1Ai, A ¼ minIi¼1Ai, �Rd ¼ maxIi¼1jRd

i j, and �Pd ¼
maxIi¼1jPd

i j.
First, the error of the piecewise linearization is bounded

and decreases as W increases, because we have jD0ðxÞ�
DðxÞj � �AI�B=W and jN 0ðxÞ � N ðxÞj � �AIð�C þ �B �PdÞ=W .
This ensures that the piecewise linearization can well
approximate the original problem. jD0ðxÞ � DðxÞj � �AI�B=W
can be proved as follows. We have jD0ðxÞ � DðxÞj ¼PI

i¼1Aið1þ
PW

w¼1giwxiwÞ �
PI

i¼1 Aie
�Bixi ¼ PI

i¼1Aið1þ
PW

w¼1

giwxiw � e�BixiÞ. Since the maximal error of the piecewise
linear approximation cannot exceed the function value vari-
ation within any piece, we derive 1þPW

w¼1giwxiw � e�Bixi �
Bie

�Bixi=W � Bi=W . Note Bie
�Bixi is deduced by finding

the derivative of e�Bixi w.r.t. xi and then taking the positive

value. Thus, we obtain jD0ðxÞ � DðxÞj � PI
i¼1AiBi=W �

�AI �B=W . One can prove jN 0ðxÞ � N ðxÞj � �AIð�C þ �B �PdÞ=W
similarly.

Second, the defender’s expected utility computed by P5
can be arbitrarily close to the global optimal solution with
sufficiently large W and sufficiently small �, because we
have 0 � Ud

	 � Ud
a � 2C1=W þ ðC2 þ 1Þ�. Here, Ud

	 is the
global optimum of the defender’s expected utility, a denotes
the defender’s strategy computed by P5, and Ud

a represents
the defender’s expected utility calculated by (15) when the
defender adopts a. It is easy to know 0 � Ud

	 � Ud
a because

Ud
	 is the global optimal solution maximizing the defender’s

expected utility. Please refer to Appendix A, which can be
found on the Computer Society Digital Library at http://
doi.ieeecomputersociety.org/10.1109/TDSC.2019.2892370,
for the proof of Ud

	 � Ud
a � 2C1=W þ ðC2 þ 1Þ�.

7 EXPERIMENTAL EVALUATION

First, we evaluate the time consumption of our algorithms
using synthetic data. Then, we demonstrate the effective-
ness of our security patrolling for LFAs using a real-world
network topology and a testbed.

7.1 Benchmark Detection Strategies

Before reporting experiment results, we define two bench-
mark strategies, namely uniform-detection and best-detection.
The uniform-detection strategy allows the defender to select
one pure strategy uniformly at random, while the best-
detection strategy allows the defender to select one constant
pure strategy that contains the links contributing the largest

reward or penalty (if attacked). These benchmark strategies
are formally defined below.

Uniform-Detection Strategy: play Gj with probability
aj ¼ 1

J where J is the total number of pure strategies
j ¼ 1; 2; . . . ; J

Best-Detection Strategy: play Gj	with probability 1
where Gj	 is the pure strategy that contains
the link with the largest reward if attacked

7.2 Time Consumption Evaluation

To evaluate the time complexity of solving our optimization
problems, we show the time consumption of our algorithms
using the off-the-shelf optimizer, i.e., the actual time spent
by our algorithms to figure out the optimal solution under
different parametric settings. Specifically, we use the CPLEX
optimizer, a high-performance mathematical programming
solver for linear programming, mixed integer programming,
and quadratic programming [48]. To this end, we execute
our algorithms by varying the parameters with synthetic
data, on a normal PC with 16 GB RAM and a quad-core Intel
E5-1650 3.20 GHzCPU.

We first randomly generate networks with the number of
links varying from 100 to 1,000. We consider each link as an
adversary’s pure strategy, and thus the number of the
adversary’s pure strategies equals the number of links.
Meanwhile, we set the defender’s pure strategies two times
of the number of links. To generate each defender’s pure
strategy Gj, we set the sampling probability as 0.001, 0.005,
0.01, denoted as ps, to randomly select links so to generate
Aij, i.e., the belonging relationship between a pure strategy
Gj and a link li.

Fig. 2 depicts the time consumption over different
number of links (i.e., #link). The results show that, for the
best/quantal response adversary (we set � ¼ 1), the time
consumption increases as the number of links increases.
Also, for a certain number of links, the time consumption
increases as ps increases. More importantly, the overall
growth rate of the time consumption increases as ps
increases. This indicates that designing small-sized pure
strategies for the defender benefits the scalability w.r.t.
the number of links (i.e., the number of the adversary’s
pure strategies).

Fig. 3 shows the time consumption with varying parame-
tersW and �, whereW denotes the number of pieces of linear

Fig. 2. Time consumption versus the number of links in random network
topologies.

Fig. 3. Time consumption versusW and �.
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functions used to approximate the nonlinear objective func-
tion in (16), and � is a small value for determining the conver-
gence of the binary search method optimizing (15). Fig. 3a
shows that the time consumption increases roughly linearly
as W increases, meaning our algorithms are scalable w.r.t.
W . Fig. 3b reveals that the time consumption decreases with
increased � (i.e., decreased approximation accuracy). Particu-
larly, when � reaches around 0.1, the time consumption
drops drastically and then decreases linearly.

To further evaluate the time consumption over network
topologies conforming to real-world characteristics, we gen-
erate networks with link importance following the Zipf-
Mandelbrot distribution, which has demonstrated its capabil-
ity of accurately modeling real-world characteristics of IP
links [12], [49]. More precisely, we normalize link importance
(i.e., the number of paths crossing the link) by the total num-
ber of paths, and the normalized link importance follows the
Zipf-Mandelbrot distribution, namely, fðkÞ ¼ 1=ðkþ bÞa.
Here, k denotes the rank of a link w.r.t. link importance, a is
the exponent of the power law distribution, b represents the
fitting parameter, and fðkÞ stands for the normalized link
importance. We set the values of a as 0.4, 0.8, 1.2, and the
value of b as 0.5. Note that the higher a, the sharper the con-
centration of paths in a few links. We then generate the net-
works with link importance following the Zipf-Mandelbrot
distribution under these settings to evaluate the time con-
sumption, with the number of links varying from 100 to 1,000.

Fig. 4 depicts the time consumption over different number of
links (i.e., #link). We again observe that the runtime increases
as the number of links grows. More importantly, for a certain
number of links, the runtime decreases as a increases (i.e., as
the concentration of paths in a few links becomes sharper).

7.3 Evaluation over A Real-World Topology

We report experimental results on a real-world topology sur-
rounding a regional network in Taiwan. The network topol-
ogy was collected by tracerouting the paths between different
geographically dispersed machines and the machines inside
the regional network. Our data is available at [50]. As shown
in Fig. 5, the topology contains 70 paths and 336 links, where
the defender’s probing agent is deployed at the top node (i.e.,
sd 2 SD). Note that a node’s succeeding (downstream) nodes,
if no further branching or merging exists, are all removed for
simplifying the visualization. The annotations in color are
presented to intuitively demonstrate detection strategies
against a best response adversary (see Section 7.4).

Following the real-world LFA detection scenario, we set
up the probing agent to monitor one or two paths (i.e.,
MðsdÞ ¼ 2) in each round of the game, accounting for less
than 3 percent of all paths and hence consistent with the sce-
nario that the defender has limited security resources. Thus,
the defender can perform 1-path (one path only) and 2-path
(two paths concurrently) probing as needed.

We consider that the defender and the adversary play a
zero-sum game. That is, each player’s gains (or losses) of the
utility is exactly balanced by the losses (or gains) of the utility
of the other player(s). In a two-player zero-sum game, the
equilibrium of the Stackelberg security game is equivalent to
the Nash equilibrium [29]. Formally, we set Rd

i þ Pa
i ¼ 0,

Ra
i þ Pd

i ¼ 0, and consequently we haveUd þ Ua ¼ 0. For the
ease of demonstration, we employ one of the metrics quanti-
fying the asset importance of a link, i.e., the number of paths
crossing link li, denoted by Ni, to measure the reward and
penalty of attacking or protecting li. Specifically, in cases
where li is attacked without successful detection, the
defender receives penalty Pd

i ¼ �Ni and the adversary
receives reward Ra

i ¼ Ni; and in cases where li is attacked

Fig. 4. Time consumption versus the number of links in network topolo-
gies with link importance following the Zipf-Mandelbrot distribution.

Fig. 5. The defender’s detection strategies against a best response adversary, including best-detection and mixed-detection strategies, under 1-path
constraint. The defender following the best-detection strategy probes the path heading the node BD with probability 1, while the defender adopting
the mixed-detection strategy probes the paths heading the nodes MD with the probabilities equal to the green numbers aside that sum up to 1. In
response to the best-detection (or uniform-detection) defender, the best response adversary selects to attack the link �4 or �5 . In response to the
mixed-detection defender, the best response adversary selects to attack one link among�1 ,�2 ,�3 ,�4 , or�5 .
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with successful detection, the defender receives reward
Rd

i ¼ Ni and the adversary receives penalty Pa
i ¼ �Ni.

Utility Definition. After defining the reward and the pen-
alty, the defender’s expected detection utility is then calcu-
lated as Ud ¼ PI

i¼1 BiU
d
i (best response adversary) or

Ud ¼ PI
i¼1 Qið�ÞUd

i (quantal response adversary). Combin-

ing (1) and (2), we rewrite the defender utility as:

Ud ¼
XI
i¼1

fBi;Qið�ÞgxiNi �
XI
i¼1

fBi;Qið�Þgð1� xiÞNi; (20)

where fBi;Qið�Þg equals Bi for the best response adversary

and Qið�Þ for the quantal response adversary.
Physical Intuition. The defender’s expected detection util-

ity has a meaningful physical intuition. That is, when the
adversary attacks a single link, the difference between the
expected asset importance of the links successfully protected
by the defender (i.e., encountering the attack whereas the
attack is detected) and the expected asset importance of the
links unsuccessfully protected by the defender (i.e., suffering
from the attack and the attack is not detected). The former is
calculated as

PI
i¼1fBi;Qið�ÞgxiNi, where the attack against

the link is detected by the defender. The latter can be
derived by

PI
i¼1fBi;Qið�Þgð1� xiÞNi, where the attack

against the link is not detected by the defender. Apparently,
the larger the difference between the former and the latter
is, the more utility the defender gains.

Since in our context the asset importance of link li is mea-
sured by Ni, i.e., the number of paths crossing li. It is easy to
knowUd 2 ½�pmax; pmax�, where pmax is themaximumnumber
of paths crossing a link.Meanwhile, the adversary’s expected
utility Ua is the opposite, i.e., Ua ¼ �Ud 2 ½�pmax; pmax�. In
our topology, pmax equals 22. To enhance the utility represen-
tation, we normalize Ud andUa by pmax to deduce relative util-
ity for the adversary and the defender, which lies in the
interval of ½�1; 1�.

Note that the values of the detection utility are negative
when the (defender’s security resource) investment is lim-
ited. Specifically, in the face of a best response adversary, we
have Ud ¼ PI

i¼1 Bi½xiNi � ð1� xiÞNi� ¼
PI

i¼1 BiNið2xi � 1Þ.
Recall the definition of Bi in (4), we derive Ud ¼
Ni attackð2xi attack � 1Þ, where i attack is the index of the link
that the best response adversary chooses to attack. Therefore,
if xi attack � 1=2 holds (the marginal probability of protecting
link i_attack is not less than 1/2), Ud would be non-negative;
otherwise negative. In the face of a quantal response adver-
sary, we have Ud ¼ PI

i¼1 Qið�Þ½ð2xi � 1ÞNi�. In two extreme
cases, such as xi < 1=2 (limited investment) and xi > 1=2
(sufficient investment) for i ¼ 1; 2; . . . ; I, Ud would be nega-
tive and positive, respectively. The boundary of xi that leads

to Ud ¼ 0 depends on the distribution of Qið�Þ and Ni. This
suggests that, to gain a positive utility, the defender should
invest more security resources (e.g., deploying more probing
servers to increase the marginal probability of protecting
each link).

Other Metrics. The defender utility above is an overallmet-
ric integrating both successful and unsuccessful detection of
the defender. We can also use two separate metrics to jointly
describe the defender’s performance, namely, patrolling effi-
ciency index (PEI) and attack mitigation ratio (AMR). They
are formally defined as follows:

PEI ¼
XI
i¼1

fBi;Qið�ÞgxiNi=
XI
i¼1

xiNi;

AMR ¼
XI
i¼1

fBi;Qið�ÞgxiNi=
XI
i¼1

fBi;Qið�ÞgNi:

(21)

Physical Intuition. PEI represents the ratio of the expected
asset importance of the links successfully protected by the
defender (i.e.,

PI
i¼1fBi;Qið�ÞgxiNi) to the expected asset

importance of the links that the defender patrols (i.e.,PI
i¼1 xiNi). AMR measures the ratio of the expected asset

importance of the links successfully protected by the
defender to the expected asset importance of all the links

suffering from the attack (i.e.,
PI

i¼1fBi;Qið�ÞgNi). These
two metrics will be demonstrated in Section 7.5.

7.3.1 A Best Response Adversary

We first consider a best response adversary who attacks the
link that maximizes his expected utility. The defender can
adopt mixed-detection, uniform-detection and best-detec-
tion strategies. Table 2 reports the detection performance
when the defender adopts different strategies.

We observe that, under different constraints, the
defender adopting the mixed-detection strategy achieves
the largest expected utility. Compared to the best-detection
strategy, the uniform-detection strategy performs better.

Insight. To handle a best response adversary, the defender con-
stantly protecting the most important link (i.e., with the largest
reward if attacked) loses the most, whereas our mixed-detection
strategy can assist the defender to gain the highest utility.

We also observe that, for a certain detection strategy, the
defender gains more utility when she can probe more path
simultaneously. This is not difficult to understand. How-
ever, it is interesting to see that, even when the defender
adopting the best-detection strategy can probe two paths
simultaneously, her utility (i.e., -15) is still much lower than
that (i.e., -7.2828) of the defender that adopts the mixed-
detection strategy and can only probe one path each time.

Insight. Our carefully designed mixed-detection strategy can
achieve much higher detection utility with only half resource
investment compared to the best-detection strategy.

7.3.2 A Quantal Response Adversary

Next, we consider a quantal response adversary who attacks
links with bounded rationality. Recall � denotes the rational-
ity of the adversary, where larger values of � mean more
rationality. Fig. 6 presents the defender’s expected relativeutil-
ity against a quantal response adversary with varying ratio-
nality when adopting mixed-detection, uniform-detection,

TABLE 2
The Defender’s Expected Utility against a Best Response
Adversary When Adopting Different Detection Strategies

strategy
mixed-
detection

uniform-
detection

best-
detection

utility

constraint

1-path �7.2828 �8.6857 �16.0000
2-path �3.0101 �4.6584 �15.0000
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and best-detection strategies, under 1-path and 2-path con-
straints.We have three observations below.

First, the mixed-detection strategy achieves the largest
detection utility, the best-detection strategy performs the
worst, while the uniform-detection strategy has moderate
performance, except at the point � ¼ 0 where the adversary
is completely irrational. In the exceptional point, the uni-
form-detection strategy performs the worst, while the
mixed-detection and best-detection strategies achieve equal
performance better than that of the uniform-detection strat-
egy. In particular, the mixed-detection strategy degenerates to
the best-detection strategy when � ¼ 0. This interesting find-
ing reveals the following insight.

Insight. For a completely irrational adversary (attacking target
links uniformly at random), the defender’s optimal strategy is to
select one constant pure strategy with the largest asset importance.

Second, whichever strategy the defender adopts, the
defender’s expected utility decreases as the adversary’s ratio-
nality grows. Meanwhile, as the adversary becomes rational,
there is a significant tendency that the utility of the best-detec-
tion strategy decreases drastically, meaning that constantly
protecting the most important link could be easily defeated
by a rational adversary. On the contrary, when the defender
adopts randomized strategies (i.e., mixed-detection and
uniform-detection), such a tendency becomes much less sig-
nificant, indicating the robustness of randomized strategies

against the adversary with increased rationality. Again, the
mixed-detection strategy is the best.

Insight. As the adversary becomes rational, the defender should
adopt randomized strategies so to achieve better utility, wherein
the mixed-detection strategy outperforms the uniform-detection
strategy. Otherwise, constantly protecting the most important
link could be easily defeated.

Last, compared to the 1-path constraint, the defender’s
expected utility is larger under the 2-path constraint, for
any given detection strategy at a particular value of �.

Insight. All other things being equal, more security resource
investment results in better detection utility.

7.4 Case Study

To get intuitive understanding, we detail detection strategies
against a best response adversary and a quantal response
adversary, under 1-path constraint.

In Fig. 5, we label detection strategies against a best
response adversary. Specifically, we label mixed-detection
and best-detection strategies based on the nodes that the
defender’s probing packets head. Specifically, nodes labeled
with MD and the corresponding numbers aside represent
the nodes that the defender’s probing packets head and the
probabilities in the mixed-detection strategy, respectively.
The nodes in the best-detection strategy are labeled with BD.
Meanwhile, we label the links that the best response adver-
sary attacks by�1 ,�2 ,�3 ,�4 , and�5 .

In Fig. 7, we label detection strategies against a quantal
response adversary with � ¼ 3, along with the links that the
quantal response adversary attacks in response to the
mixed-detection strategy. We use the same way to label
detection strategies. Furthermore, we label the links that the
quantal response adversary attacks using blue solid lines,
where the thickness represents the probability of attacking
the corresponding links, and all probabilities sum up to one.

Uniform-Detection. The uniform-detection defender ran-
domly probes all the paths with equal probability. To maxi-
mize the attack utility, the best response adversary attacks
the link�4 or�5 with (equal) maximum attack utility.

Fig. 6. The defender’s expected relative detection utility against a quan-
tal response adversary with varying rationality (�).

Fig. 7. The defender’s detection strategies against a quantal response adversary with � ¼ 3, including best-detection and mixed-detection strategies,
under 1-path constraint. The defender following the best-detection strategy probes the path heading towards the node BD with probability 1, while the
defender adopting the mixed-detection strategy probes the paths heading towards the nodes MD with the probabilities equal to the green numbers
aside that sum up to 1. In response to the mixed-detection defender, the quantal response adversary selects to attack one link among the blue links,
where the thickness of the link is proportional to the attack probability.
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Best-Detection. The best-detection defender selects one
path that crosses the most important link (i.e., the link with
the largest reward if attacked) to protect. Consequently, she
deploys the probing along the path destined to the nodes
labeled with BD. For the best response adversary, the
attacked link is�4 or�5 for maximizing the attack utility.

Mixed-Detection. Themixed-detection defender probes the
paths destined to the nodes labeled with MD, denoted as
PATHS_MD, following the probabilities equal to the numbers
aside that add up to one, so to maximize her detection utility
against the best/quantal response adversary. The best
response adversary attacks one of the links among�1 ,�2 ,�3 ,�4 , and�5 that result in (equal maximum) attack utility.

In response to all the detection strategies above, the
quantal response adversary might attack any link with a
probability distribution maximizing his utility. For instance,
as depicted in Fig. 7, in response to the mixed-detection
defender, the quantal response adversary selects to attack
one link among the blue links, where the thickness of the
link is proportional to the attack probability.

Note that, when adopting the mixed-detection strategy,
the defender only probes the paths heading towards the
nodes labeled with MD, only a portion of all the path, in
defending against both the best response adversary (Fig. 5)
and the quantal response adversary (Fig. 7). This is also
termed as small support size observation [51]. The reason is that
probing those paths heading towards the nodes without MD,
denoted as PATHS_NMD, would reduce the detection utility.
Specifically, probing PATHS_NMD leads to the decline of the
overall probability of probing PATHS_MD. Consequently, the
probability of probing at least one path in PATHS_MD, say p,
decreases. If so, the best/quantal response adversary would
re-design his strategies, i.e., attacking themost important link
along p, or raising the probability to do so, further increasing
the attack utility while reducing the detection utility. For
example, in Fig. 5, if the probability that the defender probes
the leftmost node labeled with MD decreases from 0.34 to
0.30, the attack utility of attacking link�1 would increase by
1.5172 from 7.2828 to 8.8, and accordingly the detection utility
decreases by 1.5172.

Albeit the presence of paths (and links) that are not pro-
tected by the mixed-detection defender, the best/quantal
response adversary does not benefit from attacking these
unprotected paths (and links). Take the link between nodes
X and Y in Fig. 5 as an example. Although not protected, the
link induces an attack utility only equal to 5, lower than the

attack utility 7.2828 by attacking link �4 that the defender
protects with probability 0.27.

7.5 Evaluation over a Testbed

Besides simulation experiments over real-world topologies,
we perform experiments to demonstrate a scenario where
link importance can be measured by capacity bandwidth.
To make capacity bandwidth under control, we deploy a
testbed as shown in Fig. 8. More importantly, the controlled
testbed allows us to launch real attacks against links and
meanwhile perform security patrolling, while avoiding ethi-
cal issues of launching real attacks against Internet links
serving a large region.

Fig. 8 illustrates the testbed. To emulate LFAs, we deploy
a bot near each router for flexibly coordinating attack traffic
towards any link. Each bot is equipped with D-ITG (Distrib-
uted Internet Traffic Generator) [52] to generate UDP-based
attack traffic flows, allowing us to produce traffic at packet
level with pre-specified distributions of both packet size and
packet inter-departure time. The defender resides within the
network under protection, where she could probe the paths
surrounding the network by sending measurement packets
to servers in the remote network.

We set the capacity bandwidth of l1, l2, l3, l4, and l5 as 100,
50, 60, 40, 30 and 20Mbps, respectively. The asset importance
of a link is measured by the capacity bandwidth, meaning
that Ni in all formulas will represent the capacity bandwidth of
link li. We run the games by attacking the links. The games
are repeated 100 rounds, each of which lasts for 10 seconds.
During each round, the adversary attacks one link by con-
gesting it (thus resulting in near-zero available bandwidth),
while the defender probes one path by measuring the avail-
able bandwidth of the links along the path. Once near-zero
available bandwidth of a link is observed, the defender suc-
cessfully detects the attack.

Table 3 shows the defender’s expected detection utility
under different strategies, where the reward and penalty of
attacking and protecting each link aremeasured by its capac-
ity bandwidth. The observations are consistent with those
derived in Section 7.3. For example, when the adversary
attacks each link uniformly at random (i.e., quantal response
with � ¼ 0), the mixed-detection strategy degenerates to the
best-detection strategy, thus having equal utility. In all
remaining cases, themixed-detection performs the best.

Table 4 illustrates the defender’s detection performance
measured by metrics other than utility, including PEI and
AMR, under different detection and response strategies
over the testbed. The results demonstrate that the mixed-
detection strategy is the best choice against the adversary
with different levels of rationality. Note that, in the face of a

Fig. 8. The testbed.

TABLE 3
The Defender’s Expected Detection Utility under Different
Detection and Response Strategies over the Testbed

utility defender
mixed-
detection

uniform-
detection

best-
detection

adversary

best response �16.2162 �30.0000 �50.0000
quantal response (� ¼ 3) �13.3365 �16.0060 �36.7702
quantal response (� ¼ 0) 3.3333 �12.5000 3.3333
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quantal response adversary with � ¼ 0, two edge cases exist.
First, the values of (PEI, AMR) are the same for both the
mixed-detection defender and the best-detection defender,
since in this case the mixed-detection strategy degenerates to
the best-detection strategy. Second, all the values of PEI
across different detection strategies are equal to 16.67 per-
cent, because in (21) we have fBi;Qið�Þg ¼ Qið0Þ that is a
constant 0.1667. However, in the second edge case, the
mixed-detection (and the best-detection) defender achieves
the largest value of AMR. Therefore, to handle a quantal
response adversary with � ¼ 0, the mixed-detection
defender and the best-detection defender achieve equal per-
formance, which is better than that of the uniform-detection
defender.

Recall that PEI represents the ratio of the expected asset
importance of the links successfully protected by the defender
to the expected asset importance of the links that the defender
patrols, and AMR measures the ratio of the expected asset
importance of the links successfully protected by the defender
to the expected asset importance of all the links suffering from
the attack. Since in our scenario the asset importance of a link
is measured by its capacity bandwidth, as compared to
the defender adopting other strategies, the mixed-detection
defender could detect the links under attackwithmore capac-
ity bandwidth (thus accomplishing larger PEI) when patrol-
ling links with a certain amount of capacity bandwidth; and
that among all the links under attack, the mixed-detection
defender can also identify the links under attack with more
capacity bandwidth (thus having larger AMR).

8 DISCUSSION

We have demonstrated the effectiveness of our carefully
designed LFAdetection strategies. There remain a fewpracti-
cal issues to discuss when security patrolling is carried out.

8.1 Path Instability

In our experiments, we assume stable paths for the network
routing topology. This assumption, though not always true,
enables us to concentrate on designing models for the net-
work routing topology that is stable. The designed models
are also applicable in real networks for four reasons. First, to
successfully coordinate attack traffic flows towards target
links, the adversary only requires the paths to be stable in a
relatively short period, which is true in practice since IPv4
(IPv6 resp.) paths just have 0.13 (0.27 resp.) changes per day
on average [53]. Second, the adversary tends to attack critical

links, and these critical links are normally stable because
they are traversed by a large number of paths (thus naturally
immune to path instability). Third, the adversary would like
to perform LFAs on the premise of keeping control plane of
the attacked link unaffected so that dynamic re-routing can-
not be initiated [10], hence not introducing additional path
instability. Last, our model is also compatible with path
instability, in the sense that path instability primarily influ-
ences the way to calculate link importance. Since link impor-
tance is typically measured by the number of paths crossing
a link, one could consider the situationwhere a pair of source
and destination nodes constitute multiple paths when calcu-
lating link importance in the context of path instability.

8.2 The Adversary’s Rationality

The rationality of a quantal response adversary (i.e.,
� 2 ½0;1Þ) is a parameter that needs to be determined empir-
ically. As � increases, the adversary becomes rational. In par-
ticular, the adversary becomes completely irrational when
� ¼ 0, while perfectly rational as � ! 1. However, to issue a
large-scale coordinated attack like LFAs that require tremen-
dous resources, the adversary is unlikely to attack all links
uniformly at random. Therefore, � ¼ 0 is not practical. More-
over,most adversariesmayperformLFAs heuristically,with-
out accuratelymaximizing their utilitymathematically. Thus,
� ! 1 may not hold in most cases. Consequently, � should
be positive and needs to be empirically determined based on
historical attacks and typical LFAs behaviors.

8.3 The Adversary’s Strategies

We consider that each adversary’s pure strategy contains one
link, meaning that the adversary attacks only one link each
time. However, in LFA attacks, such as Crossfire [10], multi-
ple links could be attacked concurrently to maximize the
negative impact on the target network (or servers). There-
fore, we need to enable our solution to handle the situation
when multiple links are attacked concurrently. One intuitive
approach is to enumerate all possible combinations of the set
of target links, each of which constitutes a pure strategy. This
approach is feasible when the number of target links is not
large. However, as the number of links increases, it may
make our solution mathematically intractable, because the
number of pure strategies grows exponentially.

Fortunately, to disconnect the target network (or servers),
the adversary usually just needs to flood a few core links, and
thus the strategy space is narrowed down. These core links
usually account for a relatively small proportion of all
links [12]. To figure out the group of core links, one cannot
simply list the top-ranked links based on their importance
(e.g., the number of paths crossing a link). The reason is that
different links may be overlapped with each other in terms of
importance, which harms their overall importance as a group,
i.e., collective importance. For example, for two links that are
both important if separatelymeasured, their collective impor-
tance may be just equivalent to the importance of one link,
provided that the set of paths crossing one link is the same as
those crossing the other. Given a set of links C, we define
their collective importance as F ðCÞ ¼ j [c2C PathðcÞj, where
PathðcÞ denotes the set of paths crossing a link c 2 C, and j 
 j
counts the number of elementswithin a set.

TABLE 4
The Defender’s Detection Performance Measured by PEI

(Patrolling Efficiency Index) and AMR (Attack Mitigation Ratio),
under Different Detection and Response

Strategies over the Testbed

(PEI, AMR) defender
mixed-

detection

uniform-

detection

best-

detection
adversary

best response (13.40%, 28.15%) (10.23%, 21.00%) (0, 0)

quantal response (� ¼ 3) (16.15%, 34.66%) (12.36%, 29.43%) (0.76%, 3.09%)

quantal response (� ¼ 0) (16.67%, 53.33%) (16.67%, 37.50%) (16.67%, 53.33%)
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For the adversary, the set of core links are the set of linksC
maximizing F ðCÞ and carrying a large proportion of paths
(i.e., F ðCÞ=FðLÞ � u, where u is a relatively large number
between 0 and 1). However, the problem ofmaximizing F ðCÞ
is NP-hard. One can solve it using the greedy algorithm (i.e.,
select a new link c0 maximizing the reward gain, dc0 ðCÞ ¼
F ðC [ c0Þ � F ðCÞ, and insert c0 intoC in each round). This can
derive a solution lower bounded by 1� 1=e � 63% of the
global maximum, because of the non-increasing monotony
and submodularity of F ðCÞ [54], [55]. The non-increasing
monotony means that, for any two sets C1; C2 � L and
C1 � C2, we have F ðC1Þ � F ðC2Þ. The submodularity means
that, for a non-decreasing function F ðCÞ, given any new link
c0 2 L n C2, F ðC1 [ fc0gÞ � F ðC1Þ � F ðC2 [ fc0gÞ � F ðC2Þ holds,
i.e., smaller sets have more function value increment when a
new link is added. It is easy to prove these two properties.

Suppose that the number of core links is Nbt. To elude
security patrolling, it is possible for the adversary to flood all
combinations of the core links. Thus, the total number of the
adversary’s pure strategies equals 2Nbt � 1. IfNbt is relatively
small, e.g., Nbt ¼ 10, there are 1,023 strategies, which can be
easily tractable. However, for relatively large values of Nbt,
the number of strategies would become extremely large. For
example, using the greedy algorithm, our real-world large-
scale topology experiment reveals that 200 links (56,039 links
in total) carry around 80 percent of all 875,861 paths, when
probing five networks in Switzerland, Hong Kong, Japan,
Singapore, and Taiwan from 267 cities in 33 countries, result-
ing in the number of strategies (more than 1:6
 1016) intrac-
table. The number of links becomes 400 when carrying
roughly 90 percent of all paths, hence even having the num-
ber of strategies 1:6
 1016 times larger.

The above analysis tells us that, to extend our work into
the situation when multiple links are concurrently attacked,
narrowing down the strategy space by finding out a group of
core links is necessary yet inadequate, especiallywhen the num-
ber of core links is relatively large. A fundamental approach is
to divide the group of core links into different (tractable) sub-
sets (e.g., dividing 200 links into 20 subsets), with each subset
being assigned to one defender. Nevertheless, the links pro-
tected by different defenders are typically interdependent
due to network externalities (e.g., the impact of attacking one
link may be propagated to others, the links that two defend-
ers patrol may have overlap). Thus, defenders may mutually
affect each other’s decision of resource assignment. This is
further compounded by the fact that multiple links attacked
by a single attacker might be under the protection of different
defenders. Therefore, how to divide the group of core links
into different subsets to minimize the interdependence and
meanwhile simplify each defender’s decision process to the
utmost, and how to design a multi-defender model facilitat-
ing collaboration among defenders to optimally suppress
attacks against different links remain new problems worthy
of being systematically explored. We leave these problems as
future work. Our current work is definitely the building
block for future research in this direction.

9 RELATED WORK

Recently, LFAs have gained attention in the literature. Kang
et al. proposed LFAs that can effectively cut off the Internet

connections of a target area without being detected [10], [12].
The Coremelt attack could be considered a special case of
LFAs [28]. Since LFAs result in abnormal link performance,
traditional active link (and path) measurement techniques,
such as packet pair and packet train, could naturally facilitate
the detection of LFAs. These conventional measurement tech-
niques have been widely adopted [18], [56], hence practically
deployable. However, they focus on the measurement accu-
racy, rather than the anomaly of link performance. Active
measurement techniques in detecting network faults and con-
nectivity problems [57], [58], [59], [60], [61], [62], [63] are also
inapplicable to detect LFAs, because LFAs cause temporary
(rather than persistent) congestion to avoid BGP changes,
which would deter the attack by rerouting attack flows. To
apply these techniques in detecting LFAs, LinkScope employs
both end-to-end and hop-by-hop measurement to detect the
links under such attacks [17]. However, how to schedule the
probing in consideration of the adversary’s behavior so to
maximize the defender utility is not studied.

To defend against LFAs, Lee et al. designed a router-
based approach named CoDef [14], and Gillani et al. pro-
posed reallocating network resources dynamically through
virtual networks to circumvent such attacks [64]. Kang et al.
designed a software-defined network based system SPIFFY
to tackle the root causes of LFAs (i.e, detection of bots partici-
pating in LFAs) by temporarily expanding link bandwidth
[13]. Liaskos et al. performed continuous traffic re-routing at
the level of traffic engineering, aiming at making the partici-
pation in LFAs improbable for benign sources and mean-
while forcing bots to adopt suspicious behaviors [65]. These
studies require extensive deployment and fine-grained net-
work reconfiguration unavailable to the Internet immedi-
ately. Thus, their effectivenessmay be limited.

Game theory has been used to cope with traditional
DDoS attacks. For example, Xu et al. proposed a game-theo-
retic model to protect web services from DDoS attacks [66].
The basic idea is to isolate legitimate traffic from a huge vol-
ume of attack traffic. Wu et al. focused on UDP-based DDoS
attacks [67]. They addressed the challenge of determining
optimal firewall settings to block attack traffic while protect-
ing legitimate traffic. Yan et al. proposed a semi network-
based game-theoretic framework that considers uncertain
factors affecting the decision making of the players [68].
However, DDoS attacks in these studies usually target a sin-
gle victim server, thereby inapplicable to LFAs by design. In
addition, by deploying defense systems between the victim
server and the network perimeter, as is required by [66],
[67], [68], one cannot observe LFAs since traffic flows of
LFAs are indistinguishable from legitimate ones.

Besides cyber security, national security has also been
studied based on game theory. For example, to deter fare eva-
sion, suppress urban crime and counter terrorism, TRUSTS
was evaluated in the Los Angeles Metro system [69], and
GUARDS was deployed for security inside the airport by the
US Transportation Security Administration [70]. To random-
ize checkpoints within the airport terminals and on the road-
ways entering the airport, ARMOR has been deployed at the
Los Angeles International airport [71]. A randomized deploy-
ment of the US Federal Air Marshal Service using game
theory has also been adopted [72]. To conduct randomized
patrolling for the US Coast Guard, PROTECT was deployed
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[73]. Different from these studies protecting national security,
we focus on cyber security.

10 CONCLUSION

Armed with powerful game-theoretic tools, we make the
first effort towards detection strategies of LFAs, an emerg-
ing threat against Internet infrastructure. We formulate the
problem as a Stackelberg security game, and design optimal
detection strategies in consideration of the adversary’s
behavior, which we believe is a significant step forward in
formally understanding LFA detection strategies. The pro-
posed strategy is randomized (like security patrolling) to
make the specific resource assignment unpredictable to the
adversary at the time of scheduled attacks, while simulta-
neously optimizing the defender utility. Moreover, best and
quantal response models are leveraged to characterize the
adversary’s behavior. We demonstrate that, compared with
strategies such as uniform-detection (i.e., probing each path
uniformly at random) and best-detection (i.e., constantly
probing the path containing the most important link), the
proposed strategy can maximize the detection utility. All
the results suggest the necessity and effectiveness of our sol-
utions in handling LFAs by taking into account the asset
importance of links and the adversary’s behavior.
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