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APPENDIX A
RESULTS ON FULL SYSTEM ENERGY CON-
SUMPTION

In this section, we evaluate the impact of Hybrid on full-
system energy consumption and performance. We start by
performing back-of-envelop calculations, following previous
studies [1], [2]. We assume that the average power consump-
tion of memory system accounts for 40% of the total system
power in the baseline policy (i.e., BASE), and calculate a
fixed average power estimate (i.e., the remaining 60%) for all
other components. Thus, the energy consumption of all other
components (i.e., non-memory system energy consumption) is
proportional to the program execution time, which is usually
consistent with the real-world case [1], [2]. This ratio (40%)
has been chosen as the current contribution of memory system
to entire system power consumption [1], [2], [3], [4], [5], [6].
We also study the impact of varying this ratio in this evalua-
tion. Architectural characteristics and experimental parameters
are the same as those used in Section 5.2.
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Fig. 1. Full system energy comparison.
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Figure 1 presents the averaged normalized full system en-
ergy of six approaches evaluated in this study. Hybrid is supe-
rior to BASE in both memory and full system energy savings.
Hybrid’s average full system energy savings is 25% on tested
workloads. Compared with other power mangement polices,
Hybrid still outperforms other polices on all workloads in
terms of full system energy, while leads to similar performance
degradations to RAMZzz+ and MemScale+DFD. Specifically,
we observe that Hybrid has an average reduction of 6%,
4%, 11%, 9% and 5% over RAMZzz, RAMZzz+, MemScale,
MemScale+SFD and MemScale+DFD in full system energy,
respectively.
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(b) System energy efficiency

Fig. 2. The impact of the ratio of memory power to total
system power.

We further study the ratio of power consumption of the
memory subsystem to the overall power consumption of the
full system. Particularly, we vary the ratio from 10% to 50%.
Figures 2(a) and 2(b) show that the fraction of memory
power has a significant effect on both full system energy and
system energy efficiency, respectively. We calculate the ratio
of normalized performance (i.e., the reciprocal of program
execution time) over energy as the system energy efficiency. A
higher bar means better efficiency in Figure 2(b). Increasing
the ratio from 10% to 50% (i.e., the power contribution of
other components are reduced from 90% to 50%), the aver-
aged normalized full system energy consumption of Hybrid
decreases from 0.98 to 0.69, while the averaged normalized
system energy efficiency increases from 1.01 to 1.40.
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APPENDIX B
RESULTS ON ED2 OPTIMIZATIONS
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Fig. 3. Comparing ED2 of Hybrid to other approaches
with the optimization goal of ED2.

In this section, we present some additional results for the
optimization goal of ED2. Figure 3 compares normalized ED2

with a penalty budget of 5%. Architectural characteristics and
other experimental parameters are the same as those used
in Section 5.2. As can be seen, Hybrid outperforms all the
other schemes. We also analyze the individual impacts of
demotion (RAMZzz and RAMZzz+) and DFS (MemScale) in
Hybrid. For demotion, we observe that Hybrid has average
reductions of 30% and 18% in ED2 over RAMZzz and
RAMZzz+, respectively. For DFS, we observe that Hybrid has
an average reduction of 45% in ED2 over MemScale. Our
proposed mechanism achieves the effectiveness and flexibility
in different optimization goals.
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