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Abstract—In this paper, we study an online cost optimization
problem for distributed data access. The goal of this problem is
to dynamically create and delete data copies in a multi-server
distributed system as time goes, in order to minimize the total
storage and network cost of serving access requests. We propose
an online algorithm with randomized storage periods of data
copies in the servers, and derive an optimal probability density
function of storage periods, which makes the algorithm achieve a
competitive ratio of 1+

√
2

2
. An example is presented to show that

the competitive analysis of our algorithm is tight. Experimental
evaluations using real data access traces demonstrate that our
algorithm outperforms the best known deterministic algorithm.

I. INTRODUCTION

Over the past decade, the world has witnessed rapid growth
in the amount of data created, captured, and consumed globally
[22]. Network-based applications often deploy geo-distributed
storage to facilitate data access and improve quality of ser-
vice. In distributed storage services such as clouds, a natural
problem arises as to minimize the overall cost of storing data
and serving their access requests. This service cost normally
includes the storage and network costs, because storing data
copies in servers and transferring data among servers both
consume resources and incur expenses for service providers
[15], [16]. Storage cost is typically proportional to the storage
period of the data copy in each server, and network cost is
proportional to the amount of network traffic when transferring
data [6], [12].

In this paper, we study a cost optimization problem for
distributed data access. Our goal is to manage data copies
in a distributed system, so that the requests for data access
can be satisfied with minimal service costs. A variety of
works have been done for different cost optimization targets
in distributed storage. Boukhelef et al. [3] proposed heuristic
algorithms to periodically optimize the placement of data
objects in two storage device classes, i.e., SSD and HDD, to
balance a trade-off between monetary cost and performance.
Mansouri et al. [14] developed data placement algorithms
in cloud storage services that offer two storage tiers with
different quality of service and prices, according to historical
user accesses. Veeravalli [24] studied a general problem of
migrating and caching shared data in a network of servers. He
applied dynamic programming to derive the optimal cost with
full knowledge of user requests in advance. Similar studies
of cost optimization by data placement and migration can

also be found in [8], [13], [20], with different models and
considerations of service level agreements.

However, the works mentioned above either assume prior
knowledge of user requests, or are only based on historical
data accesses which lack performance guarantees if the access
pattern changes. Thus, these methods may not effectively
tackle a practical scenario where future data access requests
are not known beforehand. Competitive analysis, referring to
an idea of guaranteeing a bound on the performance of an
online algorithm over all possible instances, can be applied to
deal with such uncertainty. In competitive analysis, a metric
called competitive ratio is used to measure the worst-case per-
formance of an online algorithm (without knowledge of future)
against the optimal offline solution (with full knowledge of
future) [2], [23]. There are some works in this line of research
for optimizing the total storage and network cost. Assuming
identical storage cost rates for all servers, Bar-Yehuda et al.
[1] designed an O(log δ)-competitive online algorithm, where
δ is the normalized diameter of the underlying network. Wang
et al. [25] proposed a 3-competitive online algorithm for a
multi-server system where all servers have the same storage
cost rate and transfer cost rate. Recently, they also considered
a system where servers may have distinct storage cost rates,
and developed a 2-competitive online algorithm [26].

Inspired by the above studies, we aim at improving the
performance of online algorithms, by incorporating random-
ization into the algorithm design. Randomization can make
considerable enhancement in the competitive ratio for many
online problems [9]–[11].

Our contributions are summarized as follows.
1) We propose an online algorithm with randomized storage

periods of data copies in the servers (Section IV).
2) To derive the optimal probability density function f(t)

of storage periods, we model and solve an optimization
problem. With the optimal f(t), our algorithm achieves
a competitive ratio of 1 +

√
2
2 ≈ 1.7 (Section V).

3) We present an example to show the tightness of compet-
itive analysis. Using real data access traces, we also ex-
perimentally demonstrate that our randomized algorithm
outperforms the state-of-the-art deterministic algorithm.

II. PROBLEM DEFINITION

We consider a system with n geo-distributed servers (or
sites) s1, s2, . . . , sn. A data object is hosted in the system



and copies of this object can be created, stored and deleted
in any servers.1 By normalization of related cost values, we
assume that storing a data copy in each server incurs a cost
of 1 per time unit. Whenever needed, the data object can also
be transferred among servers. A transfer of the object between
any two servers costs λ (λ > 0).

Requests to access the data object arise at different servers
as time passes, owing to computational tasks or instant user
requirements at local servers. When a request arises at a server
sj , if sj holds a data copy at that time, the request is served
locally. Otherwise, a transfer of the data object is needed from
other server whichever holds a copy, to serve the request at
sj . After serving the request, sj can keep (cache) the imported
copy for some time, in case another local request arises soon
afterwards. We denote the sequence of requests arising in the
system as ⟨r1, r2, . . . , rm⟩. For each request ri, we use ti to
denote the time when it arises. For simplicity, we assume that
all the requests in the sequence are ordered chronologically,
i.e., 0 < t1 < t2 < · · · < tm. Moreover, we use s[ri] to
represent the server where ri arises. We assume that initially
there is only one data copy in the system placed in server s1.
To facilitate algorithm design and analysis, we add a dummy
request r0 arising at server s1 at time 0. Note that r0 does not
incur any additional cost for serving the request sequence.

We aim to develop a randomized caching algorithm that
minimizes the expected total cost of storage and transfer in
the system, under the conditions that (1) all requests in the
sequence are served, and (2) there is at least one copy in the
system at any time. We focus on an online setting, i.e., the
arising time and location of each request remains unknown
until it arises. Our main metric for algorithm analysis is the
competitive ratio [2], meaning the worst-case ratio between
the (expected) cost generated by the (randomized) online
algorithm and the cost of the optimal offline strategy.

III. OPTIMAL OFFLINE COST

First, we analyze an optimal offline strategy, and propose
a method to allocate the total optimal offline cost to each
individual request, which forms a building block for the
competitive analysis of our proposed algorithm later.

A. Characteristics of An Optimal Offline Strategy

The exact form of an optimal offline strategy for a request
sequence is not straightforward to derive. Nevertheless, some
characteristics of it can be derived to facilitate our analysis.

Proposition 1. There exists an optimal offline strategy in
which for each transfer, there is a request at either the source
server or the destination server of the transfer.

The main idea to prove Proposition 1 is that if there is no
request at the source and destination servers, we can always
advance or delay the transfer to save or maintain the total cost.

1We do not consider any capacity limit in servers, since storage is usually of
large and sufficient capacity nowadays. Hence, we focus on the management
of one data object, as different objects can be handled separately.

Since the idea is straightforward, we omit a formal proof due
to space limitations.

To facilitate presentation, for each request ri, we define rp(i)
as the preceding request of ri arising at the same server s[ri].
If ri is the first request at its local server, both p(i) and tp(i)
are defined as −∞.

Proposition 2. There exists an optimal offline strategy with
the characteristic in Proposition 1 and that for each request
ri, if ri is served by a local copy, the copy is created no later
than rp(i).

Proof. In an optimal offline strategy satisfying Proposition 1,
suppose ri is served by a local copy, but the copy is created
later than rp(i). This implies that the copy must be created
by a transfer (see Figure 1(a)). By Proposition 1, there must
be a request rj at the source server of this transfer. Then, we
can replace the copy at s[ri] during (tj , ti) with a copy at
s[rj ] during (tj , ti), and delay the transfer to the time ti of ri
(see Figure 1(b)). This would not affect the service of other
requests, because all transfers originating from s[ri] during this
period can originate from s[rj ] instead. As a result, the total
cost does not change. In the new strategy, ri is served by a
transfer, and the characteristic in Proposition 1 is retained.

ri

rj

ri

rj

(a) original strategy (b) new strategy

rp(i) rp(i)
s[ri]

s[rj]

s[ri]

s[rj]

Fig. 1. Illustration for the proof of Proposition 2

The following feature says that if two successive requests
at the same server are sufficiently close in time, the server
should hold a copy between them.

Proposition 3. There exists an optimal offline strategy with the
characteristics in Propositions 1, 2 and that for each request
ri, if ti − tp(i) ≤ λ, server s[ri] holds a copy throughout the
period (tp(i), ti), so that ri is served by a local copy.

Proof. In an optimal offline strategy satisfying Propositions
1 and 2, if server s[ri] does not hold a copy throughout the
period (tp(i), ti), s[ri] must receive a transfer during (tp(i), ti)
in order to serve request ri, where the transfer cost incurred
is λ. Since ti − tp(i) ≤ λ, we can replace the transfer with
a copy at s[ri] during (tp(i), ti) without increasing the total
cost, while retaining the features in Propositions 1 and 2.

If a data copy is consistently stored in a server before and
after a time instant t, we say that this copy crosses time t.

Proposition 4. There exists an optimal offline strategy with
the characteristics in Propositions 1, 2, 3 and that for each
request ri, if ri is served by a transfer and no server holds a
copy crossing the time ti of ri, then (i) ri−1 and ri arise at
different servers; and (ii) the source server of the transfer is
s[ri−1] which keeps a copy since ti−1.
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Fig. 2. s[ri−1] must keep a copy since ti−1
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Fig. 3. The copy in s must serve a local request
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Fig. 4. ri−1 and ri arise at the same server

Proof. In an optimal offline strategy satisfying Propositions
1, 2 and 3, if the source server of the transfer to ri is
s[ri−1], (i) holds naturally. By assumption, since no server
holds a copy crossing ti, s[ri−1] must drop its copy after the
transfer. If s[ri−1] does not hold its copy since ti−1, the copy
must be created by a transfer after ti−1 (see Figure 2 for an
illustration). By Proposition 1, there must be a request rj at
the source server of this transfer. This leads to a contradiction,
because ri−1 and ri are two consecutive requests in the
sequence. Hence, s[ri−1] must hold its copy since ti−1, so
(ii) also holds.

Now suppose that the source server of the transfer to ri is
a server s other than s[ri−1]. By assumption, since no server
holds a copy crossing ti, s must drop its copy after the transfer.
It can be proved that the copy in s must be created no later
than the last request rh at s before ri. Otherwise, the copy in s
does not serve any local request at s, so the copy in s must be
created by a transfer (see Figure 3(a) for an illustration). By
Proposition 1, there must be a request rj at the source server of
this transfer. Then, we can replace the copy at s during (tj , ti)
with a copy at s[rj ] during (tj , ti), replace the transfer from
s to s[ri] with a transfer from s[rj ] to s[ri], and remove the
transfer from s[rj ] to s (see Figure 3(b)). This would not affect
the service of other requests, because all transfers originating
from s during this period can originate from s[rj ] instead. As a
result, the total cost is reduced, contradicting the optimality of
the strategy. Thus, the copy in s must be created no later than
the last request rh at s before ri. Note that since s ̸= s[ri−1],
we have h < i− 1.

If ri−1 and ri arise at the same server, we can replace
the copy at s during (ti−1, ti) with a copy at s[ri] during
(ti−1, ti) (see Figure 4). This replacement can save a transfer
cost of λ, which contradicts the optimality of the strategy.
Hence, ri−1 and ri must arise at different servers. Then, we
can replace the copy at s during (ti−1, ti) with a copy at
s[ri−1] during (ti−1, ti), and change the transfer for serving
ri to originate from s[ri−1] (see Figure 5 for an illustration).
This does not affect the total cost of the strategy, and both (i)
and (ii) hold in the new strategy. Meanwhile, the characteristics
in Propositions 1, 2 and 3 are retained in the new strategy.

Hereafter, an optimal offline strategy shall always refer to
one with the characteristics in Propositions 1, 2, 3 and 4.

B. Allocation of Optimal Offline Cost

Starting from the last request rm, we pick a set of storage
periods of data copies in an optimal offline strategy via
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Fig. 5. ri−1 and ri arise at different servers
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Fig. 6. Illustration of a data copy at s crossing time tk

backtracking to cover the time span of the request sequence.
We define a variable rk as the current request reached in

backtracking, and it is initialized as rm. During backtracking,
the storage periods of data copies picked always cover the
time span from rk onward.

If rk is served by a local copy, by Proposition 2, this copy
must be stored in server s[rk] from rp(k) to rk. We pick the
storage period (tp(k), tk) of the copy at s[rk], and update rk
as rp(k).

If rk is served by a transfer, we check whether there exists
a copy at some other server s ̸= s[rk] crossing tk. If so, we
can show that the copy at s must be stored till at least the first
local request rg at s after tk. Suppose this copy does not serve
any local request at s after tk (see Figure 6), then it can be
deleted earlier at tk, because all the outgoing transfers from
the copy at s after tk can originate from some other copies
(since the storage periods of data copies picked so far cover
the time span from rk onward). This reduces the total cost,
which contradicts the optimality of the strategy. Now since rg
is served locally, by Proposition 2, the copy at s[rg] is kept
from rp(g) to rg . We pick the storage period (tp(g), tg) of the
copy at s[rg], and update rk as rp(g).

If there is no data copy crossing tk, by Proposition 4, a copy
is kept in a server s[rk−1] ̸= s[rk] from tk−1 to tk, and rk is
served by a transfer from s[rk−1]. We pick the storage period
(tk−1, tk) of the copy at s[rk−1], and update rk as rk−1.

When rk goes to the dummy request r0, backtracking is
completed. Eventually, we collect a set of storage periods
of data copies covering the time span of request sequence.
Each storage period picked either (1) starts and ends with
two successive requests rp(i) and ri at the same server, or



(2) starts with a request ri−1, and ends with a transfer to
the next request ri. We refer to the request ri at the end
of the storage period as the end sentinel request, and use
Q1 and Q2 to denote the sets of end sentinel requests in
cases (1) and (2) respectively. Since all the storage periods
picked cover the time span of the request sequence, we have∑

ri∈Q1
(ti − tp(i)) +

∑
ri∈Q2

(ti − ti−1) ≥ tm − t0. Note
that for each ri ∈ Q2, since ri is served by a transfer in the
optimal offline strategy, by Proposition 3, it must hold that
ti − tp(i) > λ.

We allocate the total optimal offline cost to each request in
the sequence. For each end sentinel request ri, if ri ∈ Q1,
we allocate to ri the storage cost of the copy in server s[ri]
during (tp(i), ti). If ri ∈ Q2, we allocate to ri the storage cost
of the copy in server s[ri−1] during (ti−1, ti), and the transfer
cost of λ to serve ri.

For other requests that are not end sentinel requests, we use
RL to denote those requests ri with ti−tp(i) ≤ λ, and use RT

to denote those requests ri with ti− tp(i) > λ. By Proposition
3, each request ri ∈ RL is served locally by the copy kept
in s[ri] from tp(i) to ti. Hence, we allocate the cost of the
storage period (tp(i), ti) to each ri ∈ RL. Recall that we have
picked a set of storage periods that covers the whole time span.
Thus, to optimize the total cost, each request ri ∈ RT should
be served by a transfer from the copy associated with one of
the storage periods picked (which incurs a transfer cost of λ),
since serving ri by a local copy kept from rp(i) to ri incurs
a storage cost larger than λ. Hence, we allocate the transfer
cost of λ to each ri ∈ RT .

We use OPT(ri) to denote the offline cost allocated to a
request ri and summarize the cost allocation as follows.

Proposition 5. The optimal offline cost allocated to a request
ri is given by

• ∀ri ∈ Q1: OPT(ri) = ti − tp(i);
• ∀ri ∈ Q2: OPT(ri) = (ti − ti−1) + λ, and it holds that
ti − tp(i) > λ;

• ∀ri ∈ RL: OPT(ri) = ti − tp(i), and it holds that ti −
tp(i) ≤ λ;

• ∀ri ∈ RT : OPT(ri) = λ, and it holds that ti− tp(i) > λ.

Since all the storage costs and transfer costs in the optimal
offline strategy have been allocated, the total optimal offline
cost is equal to

∑
1≤i≤m OPT(ri). Note that the dummy

request r0 is not allocated any cost.

IV. RANDOMIZED ONLINE ALGORITHM

A. Algorithm Design

The intuition of our algorithm design is that after serving
each request, the local server can hold its data copy for some
period of length t. We randomize this length t according to
some predefined distribution, and refer to such a period of t
as an intended storage period. If a request arises at a server
during the intended storage period, the local server renews the
copy for a new period according to the predefined distribution.
Otherwise, if no request arises during the intended storage

Algorithm 1 Randomized Caching
1: randomly generate a storage period t based on f(t);
2: initialize: c ← 1; E1 ← t; Ej ← −∞ for all 2 ≤ j ≤ n;

Kj ← 0 for all 1 ≤ j ≤ n; ▷ s1 holds a data copy
3: upon (a request ri arises at server sj at time ti) do
4: if ti ≤ Ej or Kj = 1 then ▷ sj holds a data copy
5: serve ri by the local copy in sj ;
6: else
7: serve ri by a transfer from any other server with

a copy;
8: create a copy in sj ;
9: c← c+ 1;

10: randomly generate a storage period t based on f(t);
11: Ej ← ti + t;
12: Kj ← 0;
13: upon (sj transfers the object to another server sk) do
14: if Kj = 1 then ▷ sj holds the only copy
15: drop the copy in sj ;
16: Kj ← 0;
17: c← c− 1;
18: upon (a copy expires in server sj at time Ej) do
19: if c = 1 then ▷ sj holds the only copy
20: Kj ← 1;
21: else
22: drop the copy in sj ;
23: c← c− 1;

period, the copy should be deleted when it expires. When the
intended storage periods of all servers expire, we let the server
with the last expiring copy continue to keep its copy so as to
maintain at least one copy in the system.2

Algorithm 1 shows the details of our randomized algorithm.
Ej denotes the expiration time of the intended storage period
in server sj . Kj is a binary tag to indicate whether server sj
keeps the local copy beyond its expiration time Ej . c records
the total number of servers holding data copies. Initially, only
server s1 has a data copy, so c = 1 (line 2).

When a request ri arises at a server sj , if sj holds a data
copy, ri is served locally (lines 4-5). Otherwise, ri is served
by a transfer from another server holding a copy (lines 6-9).
In both cases, after ri is served, we randomly generate an
intended storage period t according to a probability density
function f(t) (line 10). We let sj keep its data copy for a
period of length t, and clear its tag Kj (lines 11-12). We will
elaborate how to set f(t) in Section V.

During the intended storage period, if another request arises
at sj , sj renews the local copy for a new intended storage
period following f(t). When the intended storage period of sj
expires, if sj holds the only copy in the system, it continues to
keep the copy and activates its tag Kj (lines 19-20), meaning

2Note that while our strategy appears similar to TTL caching, our model is
different. Existing work on TTL caching often assumes a backend maintaining
a data copy permanently [4], [5], [7], [18], [19], [21]. In contrast, we do not
require any server to always keep a data copy. We consider a self-organized
system in which at least one copy is maintained somewhere at any time.



that the copy in sj is now beyond its intended storage period.
Otherwise, sj drops its copy (lines 21-23).

When server sj needs to transfer the object to another server
sk to serve a request at sk, if the copy in sj is beyond the
intended storage period (i.e., Kj = 1), sj drops its copy after
the transfer and clears its tag Kj (lines 14-17). Meanwhile,
a new copy will be created in sk so that the requirement of
maintaining at least one copy is met (lines 8-9).

To facilitate competitive analysis, we shall refer to a data
copy within the intended storage period as a regular copy, and
a copy beyond that period as a special copy. Apparently, each
regular copy immediately follows a request.

B. Allocation of Online Cost

We present a method to allocate the total cost produced by
Algorithm 1 (referred to as the online cost) to each individual
request. As illustrated in Figure 7, we categorize all requests
into four types based on how they are served in Algorithm 1.
For each request ri served by a transfer, the regular copy after
rp(i) must have expired before ri arises. At the time of the
transfer, if the copy in the source server is a regular copy, ri
is called a Type-1 request; if the copy in the source server is
a special copy, ri is called a Type-2 request. For each request
ri served by a local copy, when serving ri, if the copy is a
regular copy, ri is called a Type-3 request; if the copy is a
special copy, ri is called a Type-4 request.

ri
rp(i) riri

rp(i)

Type-1 Type-4Type-2 Type-3

regular copy

rirp(i) rp(i)

regular copy

regular copy

regular copy regular copy
regular copyspecial copy

special copy

Fig. 7. Illustration of different request types in our online algorithm

In the example of Figure 8, r1, r2, r3, r5 and r7 are Type-1
requests, r4 and r6 are Type-2 requests, r8 is a Type-3 request,
and r9 is a Type-4 request.

s1

s2

s3

s4

r2

r5

r1

r3

r4

r6

r7

r9

regular

regular regular

regular regular

regular

special

special

regular

r8

regular

special
r0

Fig. 8. An example of our online algorithm (each request and its allocated
online cost are shown in the same color)

Note that since the intended storage periods of regular
copies are randomly generated in Algorithm 1, given a request
sequence, the type of each request ri is not definite. Thus, we
focus on studying the expected online cost.

The total online cost of Algorithm 1 consists of three parts:
(1) the storage cost of regular copies; (2) the storage cost of
special copies (if any); and (3) the cost of transfers (if any).

Storage cost of regular copies. By the algorithm definition,
there is a regular copy after each request. We allocate the stor-
age cost of the regular copy after a request to the succeeding
request arising at the same server. That is, for each request
ri, we allocate to ri the storage cost of the regular copy after
rp(i) (see Figure 8). Since this regular copy cannot be longer
than the period (tp(i), ti), its expected storage cost is∫ ti−tp(i)

0

t · f(t) dt+
∫ ∞

ti−tp(i)

(ti − tp(i)) · f(t) dt. (1)

The regular copy after the last request at each server is
treated specially. Given a request sequence ⟨r1, r2, . . . , rm⟩,
after serving the final request rm, a regular copy is created in
server s[rm]. Among this regular copy and all other regular
copies that exist after rm, the copy expiring the latest would
switch to a special copy and stay infinitely. We shall not
account for the cost of the regular copy created after rm
and the special copy that stays infinitely. The rationale is that
the storage periods of these two copies do not overlap and
they are both entirely beyond rm. They are considered to be
in existence for maintaining at least one copy in the system
beyond rm. In an optimal offline strategy, no copy needs to
be stored beyond rm. Thus, we do not account for the cost of
the aforesaid two copies by Algorithm 1.3

The storage costs of the remaining regular copies after the
last requests at the servers are allocated to the first requests
at the servers. Specifically, if there are n servers receiving
requests, there will be n − 1 remaining regular copies after
the last requests at the servers (other than that after rm). Note
that the first request at each server (except s1 with the initial
copy) must be served by a transfer because no copy was stored
in the server. Since there are n− 1 such first requests in total,
we allocate the storage costs of the aforesaid n − 1 regular
copies to these n− 1 first requests (one regular copy for each
request). That is, each first request is conceptually seen as
infinitely away from its preceding request at the same server
and thus must be served by a transfer. As illustrated in Figure
8, the first requests r1, r2 and r3 are allocated with the storage
costs of the regular copies after r7, r4 and r5 respectively.

The expected storage cost of the regular copy after the
last request at each server is

∫∞
0

t · f(t) dt, since there is
no succeeding request at the same server. Recall that if ri is
the first request at a server, we define tp(i) = −∞. Thus, the
storage cost of the regular copy allocated to each first request
can also be represented by (1).
Storage cost of special copies. By the definition of Algorithm
1, a special copy occurs when some server s holds the only
copy in the system at the expiration of its regular copy. In this
case, the regular copy switches to become the special copy
and is held until the next request arises. This implies that a
special copy must be the only copy in the system. Thus, we
have the following propositions.

3If we insist in considering these two copies, their storage costs can be
bounded by the storage cost of a data copy in any server beyond rm in the
optimal offline strategy. Hence, it would not affect the correctness of our
competitive analysis.



Proposition 6. The storage periods of any two special copies
do not overlap. Moreover, the storage period of any special
copy does not overlap with that of any regular copy.

Proposition 7. A special copy does not cross the time of any
request and can exist only between two consecutive requests.

By Propositions 6 and 7, each special copy must be con-
tained within one of the storage periods picked via backtrack-
ing in Section III-B. Thus, we allocate the storage cost of each
special copy to the end sentinel request of the storage period
that contains it.

According to this principle, for each end sentinel request
ri ∈ Q1, we allocate to it the storage costs of all special
copies that appear within (tp(i), ti) (see Figure 8, assuming
r4, r6, r9 ∈ Q1). By Algorithm 1, there is a regular copy
of randomized storage period up to ti − tp(i) after rp(i). By
Proposition 6, all special copies appearing within (tp(i), ti) do
no overlap with this regular copy, and they are also mutually
non-overlapping. Hence, the expected total storage cost of all
special copies within (tp(i), ti) is bounded by∫ ti−tp(i)

0

(ti − tp(i) − t) · f(t) dt. (2)

For each end sentinel request ri ∈ Q2, we allocate to it the
storage costs of all special copies that appear within (ti−1, ti),
whose total must be bounded by ti − ti−1. Note that if ri is
served by the regular copy after rp(i) (i.e., ri is a Type-3
request, which happens with probability

∫∞
ti−tp(i)

f(t) dt), no
special copy exists during (ti−1, ti) ⊂ (tp(i), ti) by Proposition
6. Hence, the expected total storage cost of all special copies
within (ti−1, ti) is bounded by

(ti − ti−1) ·
∫ ti−tp(i)

0

f(t) dt. (3)

Transfer cost. If a request ri is served by a transfer (i.e.,
ri is a Type-1/2 request), we allocate to ri the cost λ of
the transfer (see Figure 8). Since ri is possibly served by a
transfer only when the regular copy after rp(i) expires before
ri arises (which happens with probability

∫ ti−tp(i)
0

f(t) dt),
the expected transfer cost allocated to ri is bounded by

λ ·
∫ ti−tp(i)

0

f(t) dt. (4)

Note that this is an upper bound because ri can also be a
Type-4 request (served by a local special copy) if the regular
copy after rp(i) expires before ri arises.

We use Online(ri) to denote the online cost allocated to a
request ri and summarize the cost allocation by adding up (1)
and (4) as well as (2) or (3).

Proposition 8. The online cost allocated to a request ri is
bounded by

• ∀ri ∈ Q1: Online(ri) ≤
∫ ti−tp(i)
0

(ti−tp(i)+λ)·f(t) dt+∫∞
ti−tp(i)

(ti − tp(i)) · f(t) dt;
• ∀ri ∈ Q2: Online(ri) ≤

∫ ti−tp(i)
0

(ti − ti−1 + t + λ) ·
f(t) dt+

∫∞
ti−tp(i)

(ti − tp(i)) · f(t) dt;

• ∀ri ∈ RL ∪RT : Online(ri) ≤
∫ ti−tp(i)
0

(t+λ) · f(t) dt+∫∞
ti−tp(i)

(ti − tp(i)) · f(t) dt.

Since all the storage costs and transfer costs by Algorithm
1 have been allocated, the total online cost is bounded by∑

1≤i≤m Online(ri). Note that the dummy request r0 is not
allocated any cost.

V. OPTIMAL f(t) AND COMPETITIVE ANALYSIS

A. Formulation and Solution of An Optimization Problem

We aim to derive an optimal probability density function
f(t) to minimize the competitive ratio of our randomized
online algorithm. Recall that the total optimal offline cost
is
∑

1≤i≤m OPT(ri) and the total online cost is at most∑
1≤i≤m Online(ri). Hence, the competitive ratio is bounded

by
∑

1≤i≤m Online(ri)/
∑

1≤i≤m OPT(ri). It is not easy
to optimize this ratio directly. Our approach is to examine
the ratio Online(ri)/OPT(ri) for each individual request ri
separately and minimize the maximum such ratio among all
requests. We shall present an example to demonstrate the
tightness of our analysis and derivation in Section V-C.

To simplify presentation, we use x := tp(i) − ti to denote
the inter-request time between rp(i) and ri. By Propositions 5
and 8, we have:

• ∀ri ∈ Q1: Online(ri)
OPT(ri) ≤

∫ x
0
(x+λ)·f(t) dt+

∫ ∞
x

x·f(t) dt
x = 1 +

λ
x

∫ x

0
f(t) dt;

• ∀ri ∈ Q2: Online(ri)
OPT(ri) ≤∫ x

0
(ti−ti−1+t+λ)·f(t) dt+

∫ ∞
x

x·f(t) dt
(ti−ti−1)+λ , where x > λ;

• ∀ri ∈ RL: Online(ri)
OPT(ri) ≤

∫ x
0
(t+λ)·f(t) dt+

∫ ∞
x

x·f(t) dt
x , where

0 < x ≤ λ;
• ∀ri ∈ RT : Online(ri)

OPT(ri) ≤
∫ x
0
(t+λ)·f(t) dt+

∫ ∞
x

x·f(t) dt
λ , where

x > λ.
For each fixed x > λ, since (ti−ti−1)·

∫ x
0

f(t) dt

(ti−ti−1)
≤

1 ≤ 1
λ ·

(∫ x

0
(t+ λ) · f(t) dt+

∫∞
x

x · f(t) dt
)
, it

follows that
∫ x
0
(ti−ti−1+t+λ)·f(t) dt+

∫ ∞
x

x·f(t) dt
(ti−ti−1)+λ ≤

1
λ ·

(∫ x

0
(t+ λ) · f(t) dt+

∫∞
x

x · f(t) dt
)
. Thus, the above

bound on the ratio for a request in Q2 is no higher than the
bound on the ratio for a request in RT . Likewise, for each
fixed x ≤ λ, since

∫ x

0
(t + λ) · f(t) dt ≤

∫ x

0
(x + λ) · f(t) dt,

the above bound on the ratio for a request in RL is no
higher than the bound on the ratio for a request in Q1. Thus,
we shall focus on minimizing the bounds on the ratios for
requests in Q1 and RT only. Since the competitive ratio is
defined as the worst-case ratio over all problem instances,
we shall consider all possible values of inter-request time x.
Hence, we formulate the following optimization problem for
deciding the probability density function f(t).

minimize
f

C subject to

∀x > 0, 1 +
λ

x

∫ x

0

f(t) dt ≤ C, (5)

∀x > λ,
1

λ

(∫ x

0

(t+ λ) · f(t) dt+ x ·
∫ ∞

x

f(t) dt

)
≤ C, (6)



∫ ∞

0

f(t) dt = 1, (7)

∀t ≥ 0, f(t) ≥ 0. (8)

In practice, it is not sensible to set an intended storage pe-
riod with infinite length. Thus, we shall restrict f(t) to a finite
range of [0, B], i.e.,

∫ B

0
f(t) dt = 1, where B > 0 is a variable

to be decided. In addition, the left hand side of (6) is non-
decreasing with respect to x because its first-order derivative
is f(x) + 1

λ

∫ B

x
f(t) dt ≥ 0. Hence, by taking x = B, (6) can

be reduced to
∫ B
0

(t+λ)·f(t) dt
λ = 1 +

∫ B
0

t·f(t) dt
λ ≤ C. Then,

the optimization problem can be rewritten as

minimize
B,f

C

subject to ∀0 < x ≤ B, 1 +
λ

x

∫ x

0

f(t) dt ≤ C, (9)

1 +

∫ B

0
t · f(t) dt
λ

≤ C, (10)∫ B

0

f(t) dt = 1, (11)

∀t ≥ 0, f(t) ≥ 0. (12)

We solve this optimization problem in two steps. First, for
each fixed B, we derive an optimal f(t) to minimize C. Then,
we solve the problem by deriving the optimal value of B.

To derive an optimal f(t) given B, we assume intuitively
that the left hand side of constraint (9) is a constant: 1 +
λ
x

∫ x

0
f(t) dt = C ′ for all 0 < x ≤ B, where C ′ is a constant.4

Taking the second-order derivative of both sides with respect
to x, we have f ′(x) = 0, which implies that f(x) is a constant.
By constraint (11), we have f(t) = 1

B for all 0 < t ≤ B.
Substituting f(t) = 1

B into constraint (9), we have C ≥
1 + λ

B . We also substitute this f(t) into constraint (10) and
get C ≥ 1+ B

2λ . Hence, finding the optimal B to minimize C
is equivalent to minimizing max

{
1 + λ

B , 1 + B
2λ

}
.

It is easy to see that the optimal B =
√
2λ such that 1+ λ

B =
1+ B

2λ . Hence, the optimal probability density function f(t) is
given by f(t) = 1√

2λ
for all 0 ≤ t ≤

√
2λ. When taking this

f(t) and B, the corresponding objective value C = 1 + λ
B =

1+ B
2λ = 1+

√
2
2 , i.e., our randomized online algorithm has a

competitive ratio of 1 +
√
2
2 .

B. Proof of Optimality

Now we prove that the probability density function f(t) de-
rived above is an optimal solution, i.e., the minimum possible
value of C is 1 +

√
2
2 .

We prove it by contradiction. Assume that there exists
another probability density function g(x) defined over a fi-
nite range of [0, B′], which makes the objective value Cg

strictly lower than 1 +
√
2
2 in the optimization problem, i.e.,

Cg = max
x∈[0,B′]

{
1 + λ

x

∫ x

0
g(t) dt, 1 +

∫ B′
0

t·g(t) dt
λ

}
< 1 +

√
2
2 .

4To verify the correctness of this approach, we shall formally prove that
the f(t) derived is optimal in Section V-B.

If B′ ≤
√
2λ, when taking x = B′, we have 1 +

λ
B′

∫ B′

0
f(t) dt = 1 + λ

B′ ≥ 1 +
√
2
2 , which implies that

Cg ≥ 1 +
√
2
2 . Hence, it must hold that B′ >

√
2λ.

Since Cg < 1 +
√
2
2 , we must have 1 + λ

x ·
∫ x

0
g(t) dt <

1 + λ
x ·
∫ x

0
f(t) dt = 1 +

√
2
2 for all 0 < x ≤

√
2λ, which is

equivalent to
∫ x

0
g(t) dt <

∫ x

0
f(t) dt for all 0 < x ≤

√
2λ.

Let I = {(p1, q1), (p2, q2), . . . , (pz, qz)} denote the set of
all maximal intervals within [0,

√
2λ] such that f(t) > g(t) or

f(t) < g(t) holds consistently within each (pi, qi) ∈ I , where
0 ≤ p1 < q1 ≤ p2 < q2 ≤ · · · ≤ pz < qz ≤

√
2λ. We further

divide I into two subsets I+ and I−, where f(t) > g(t) within
each (pi, qi) ∈ I+ and f(t) < g(t) within each (pi, qi) ∈ I−.

By the definition of I , we have:

Observation 1. In the period of [0,
√
2λ]\I , f(t) = g(t).

Observation 2.
z∑

i=1

∫ qi
pi
(f(t)− g(t)) dt =

∫ B′
√
2λ

g(t) dt.

Proof. Since
∫√

2λ

0
f(t) dt =

∫ B′

0
g(t) dt = 1, by

Observation 1, we have
∫√

2λ

0
f(t) dt −

∫ B′

0
g(t) dt =∑z

i=1

∫ qi
pi

(f(t)− g(t)) dt+
∫ B′
√
2λ

(0− g(t)) dt = 0.

Observation 3. For each k ∈ {1, 2, . . . , z}, it holds that∑k
i=1

∫ qi
pi

(f(t)− g(t)) dt > 0.

Proof. This can be proved by contradiction. If∑k
i=1

∫ qi
pi
(f(t) − g(t)) dt ≤ 0, it implies that∫ qk

0
f(t) dt ≤

∫ qk
0

g(t) dt by Observation 1, which contradicts
that

∫ x

0
g(t) dt <

∫ x

0
f(t) dt for all 0 < x ≤

√
2λ.

We would like to show that
∫ B′

0
t ·g(t) dt >

∫√
2λ

0
t ·f(t) dt

to derive a contradiction, that is to prove that
∫√

2λ

0
t ·

(f(t)− g(t)) dt <
∫ B′
√
2λ

t·g(t) dt, or equivalently
∑z

j=1

∫ qj
pj

t·
(f(t)− g(t)) dt <

∫ B′
√
2λ

t ·g(t) dt. For each interval (pi, qi) ∈
I+, we define ui := qi; for each (pi, qi) ∈ I−, we define
ui := pi. Note that 0 ≤ u1 ≤ u2 ≤ · · · ≤ uz ≤

√
2λ, as all

the intervals in I are indexed in ascending order. With these
definitions, we have
z∑

i=1

∫ qi

pi

t·(f(t)− g(t)) dt <

z∑
i=1

ui ·
∫ qi

pi

(f(t)− g(t)) dt. (13)

We can further show by induction that the right hand side
of (13) is bounded by uz ·

∑z
i=1

∫ qi
pi
(f(t)− g(t)) dt.

• The base case is obvious: u1 ·
∫ q1
p1

(f(t)− g(t)) dt ≤
u1 ·

∫ q1
p1

(f(t)− g(t)) dt.
• Suppose for some 1 < k < z, we have

k∑
i=1

ui·
∫ qi

pi

(f(t)− g(t)) dt ≤ uk ·
k∑

i=1

∫ qi

pi

(f(t)− g(t)) dt.

• Then, for k + 1, we have

k+1∑
i=1

ui ·
∫ qi

pi

(f(t)− g(t)) dt



≤uk ·
k∑

i=1

∫ qi

pi

(f(t)− g(t)) dt+ uk+1 ·
∫ qk+1

pk+1

(f(t)− g(t)) dt

(by induction hypothesis)

≤uk+1 ·
k+1∑
i=1

∫ qi

pi

(f(t)− g(t)) dt

(by Observation 3 and uk ≤ uk+1).

• Therefore, we have
z∑

i=1

ui ·
∫ qi

pi

(f(t)−g(t)) dt ≤ uz ·
z∑

i=1

∫ qi

pi

(f(t)−g(t)) dt. (14)

By (13) and (14), we have
z∑

i=1

∫ qi

pi

t · (f(t)− g(t)) dt ≤ uz ·
z∑

i=1

∫ qi

pi

(f(t)− g(t)) dt

= uz ·
∫ B′

√
2λ

g(t) dt (by Observation 2)

≤
√
2λ ·

∫ B′

√
2λ

g(t) dt (since uz ≤
√
2λ)

≤
∫ B′

√
2λ

t · g(t) dt (since
√
2λ < B′).

By the above inequality and Observation 1, we have
∫ B′

0
t ·

g(t) dt ≥
∫√

2λ

0
t · f(t) dt. This implies that 1+

∫ B′
0

t·g(t) dt
λ ≥

1 +
∫ √

2λ
0

t·f(t) dt
λ = 1 +

√
2
2 and hence, Cg ≥ 1 +

√
2
2 , which

leads to a contradiction.
To conclude, the probability density function f(t) = 1√

2λ

for all 0 ≤ t ≤
√
2λ is an optimal solution, which gives

the lowest possible value of C = 1 +
√
2
2 in the optimization

problem of Section V-A.

C. A Tight Example

We construct an example to show that the competitive ratio
1+

√
2
2 of Algorithm 1 under the f(t) derived is tight. Consider

n servers s1, s2, . . . , sn and a sequence of n + 1 requests
r1, r2, . . . , rn+1. Requests r1 and rn+1 arise in server s1 at
times 0 and 2

√
2λ + ϵ respectively, where ϵ > 0 is a small

value. Requests r2, r3, . . . , rn arise in servers s2, s3, . . . , sn
respectively within a short period of ϵ after time

√
2λ.

r1

r2

rn+1√
2λ

√
2λ

Algorithm 1 optimal offline strategy

r3

r4

rn

r1

r2

rn+1√
2λ

s1

s2

s3 r3

r4

rn

s4

sn

√
2λ

s1

s2

s3

s4

sn

Fig. 9. A tight example

As shown in Figure 9, by Algorithm 1, s1 keeps a regular
copy after r1 for a randomized period following f(t). This
regular copy must expire before r2 arises, because the longest

possible storage period of the regular copy is
√
2λ. Since s1

keeps the only copy when the regular copy expires, it continues
to keep the copy until r2 arises, and serves r2 by a transfer to
s2. Then, s1 drops the copy, and s2 keeps a regular copy for
a randomized period after r2.

Right after a copy is created in s2, a bunch of requests
r3, r4, . . . , rn arise at s3, s4, . . . , sn within a short period of
ϵ, so they are all served by transfers from s2.5 Then, all these
servers keep regular copies for randomized periods. Hence,
the online cost produced till rn is at least

√
2λ+ (n− 1) · λ.

All n−1 regular copies in s2, s3, . . . , sn will expire before
rn+1 arises. The copy that expires the latest (e.g., the regular
copy in s4 in Figure 9) will switch to a special copy and
be kept until rn+1 arises to serve rn+1 by a transfer. Thus,
the storage cost in the server with the latest expiring regular
copy is at least

√
2λ. The total storage cost of all the other

regular copies is
∑n

i=2 Xi − max{X2, X3, . . . , Xn}, where
Xi denotes the intended storage period of the regular copy in
si. Thus, the total storage cost in s2, s3, . . . , sn is

∑n
i=2 Xi−

max{X2, X3, . . . , Xn}+
√
2λ.

Following the f(t) derived, the expectation of each Xi is
E(Xi) =

∫√
2λ

0
t√
2λ

dt =
√
2
2 λ.

Since the random variables X2, X3, . . . , Xn are independent
and identically distributed, the cumulative distribution function
of Y := max{X2, X3, . . . , Xn} is

FY (y) = P (max{X2, X3, . . . , Xn} ≤ y)

= P (X2 ≤ y) · P (X3 ≤ y) · · · · · P (Xn ≤ y)

=

(∫ y

0

1√
2λ

dt

)n−1

=

(
y√
2λ

)n−1

.

Therefore, the probability density function of Y is fY (y) =

F ′
Y (y) =

(n−1)·yn−2

(
√
2λ)n−1

. Hence, the expectation of Y is

E(Y ) =

∫ √
2λ

0

y · fY (y) dy =
n− 1

n
·
√
2λ.

Thus, the expected total storage cost in s2, s3, . . . , sn is

E

(
n∑

i=2

Xi −max{X2, X3, . . . , Xn}+
√
2λ

)

= (n− 1) ·
√
2

2
λ− n− 1

n
·
√
2λ+

√
2λ.

Finally, the transfer cost to serve rn+1 is λ. So, the expected
total online cost is 2

√
2λ+n ·λ+(n− 1) ·

√
2
2 λ− n−1

n ·
√
2λ.

In the optimal offline strategy, s1 keeps its copy until serving
rn+1 locally, and all the requests r2, r3, . . . , rn are served by
transfers. Thus, the total optimal offline cost is at most 2

√
2λ+

ϵ+ (n− 1) · λ. Hence, the online-to-optimal cost ratio of this
example is at least

2
√
2λ+ n · λ+ (n− 1) ·

√
2
2 λ− n−1

n ·
√
2λ

2
√
2λ+ ϵ+ (n− 1) · λ

5These requests arise in close time proximity to r2, so we can assume that
they all arise before the regular copy in s2 expires.



Fig. 10. Uniform request distribution Fig. 11. Zipf request distribution with β = 1 Fig. 12. Zipf request distribution with β = 2

=
(1 + 1

n ) ·
√
2λ+ n · λ+ (n− 1) ·

√
2
2 λ

2
√
2λ+ ϵ+ (n− 1) · λ

→ 1 +

√
2

2
(as ϵ→ 0 and n→∞).

Note that this example can be extended to a request se-
quence of arbitrary length by repeating r1, r2, . . . , rn (i.e.,
treating rn+1 as r1 of a new cycle). Hence, the competitive
ratio 1 +

√
2
2 of our algorithm is also asymptotic.

VI. EXPERIMENTAL EVALUATION

We conduct simulation experiments to evaluate our pro-
posed algorithm, using the object storage traces provided by
IBM [17]. Similar performance trends are observed for the
results of different traces. In this section, we present the results
of the trace named “IBM Object Store Trace Number 066”.
The trace records over 700,000 read requests made to 5031
different objects in a cloud-based storage service over 7 days in
the year of 2019. The most popular object has 1548 requests,
while the least popular object has 1 request only. We treat one
second as one time unit. To include the storage costs of all
regular copies by our algorithm, we simulate the time span of
7 days plus

√
2λ time units, since the longest possible storage

period of a regular copy is
√
2λ. The requests of each object

are distributed over 10 different servers at random following a
uniform distribution or a Zipf distribution (where each request
is assigned to server si with probability i−β/

∑10
j=1 j

−β and
β is a parameter). Initially, one copy of each object is placed
in server s1. We compare our randomized online algorithm
with the following algorithms.

• Algorithm of Wang et al.: It is a state-of-the-art determin-
istic online algorithm from [26], which is 2-competitive.
The main idea is for each server to hold a copy after every
local request for some period over which the storage cost
equals the transfer cost. If there is only one copy in the
system and there is no request for a sufficiently long
period, the copy is moved to the server with the lowest
storage cost rate to save cost.

• Always-cache algorithm: For every object, a copy is
created in each server upon its first local request. The
copy is never deleted afterwards, so that all subsequent
requests arising at the same server are served locally.

• No-cache algorithm: A copy of each object is always kept
in server s1. Other servers never keep any copy of objects,
so their local requests are all served by transfers from s1.

We experiment with different settings of the transfer cost λ
from 100 to 1,000,000, and record the total online cost of each
algorithm over the aforesaid time span. For our randomized
algorithm, we run it for 20 times and compute the average
online cost. The 95% confidence interval of the experimental
results was calculated to be within 1 percent of the mean.
We normalize the online costs of different algorithms by the
optimal offline cost derived from dynamic programming [25].

Figures 10 to 12 show the results. The online-to-optimal cost
ratio of the no-cache algorithm rises rapidly with increasing
transfer cost, because all the requests arising at servers other
than s1 are served by transfers. In contrast, by creating an
object copy permanently whenever the object is accessed,
the always-cache algorithm has its cost ratio dropping with
increasing transfer cost. These two baselines have much higher
cost ratios than Wang et al.’s algorithm and our algorithm.
Comparing the latter two, Wang et al.’s deterministic algorithm
has a higher online-to-optimal cost ratio than our randomized
algorithm for all settings of transfer cost. The main reason is
that in Wang et al.’s algorithm, each server keeps an object
copy for at least λ time after serving a local request. The
associated storage cost of λ is greater than the expected
cost

√
2
2 λ of a regular copy in our algorithm. The relative

performance of the algorithms is similar for uniform and
Zipf request distributions. In summary, our proposed algorithm
outperforms all the other algorithms compared.

VII. CONCLUSION

In this paper, we have proposed a randomized online
algorithm for caching data to optimize the service cost of
distributed data access. Our algorithm can achieve a compet-
itive ratio of 1 +

√
2
2 , which is better than the state-of-the-art

deterministic algorithm. We also show that this ratio is tight
and asymptotic for our algorithm by presenting an example.
Experimental evaluations using real data access traces confirm
that our algorithm outperforms deterministic algorithms.
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