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ABSTRACT
Time series classification (tsc) has attracted considerable attention
from both academia and industry. tsc methods that are based on
shapelets (intuitively, small highly-discriminative subsequences)
have been found effective and are particularly known for their
interpretability, as shapelets themselves are subsequences. A recent
work has significantly improved the efficiency of shapelet discovery.
For instance, the shapelets of more than 65% of the datasets in the
UCR Archive (containing data from different application domains)
can be computed within an hour, whereas those of 12 datasets can
be computed within a minute. Such efficiency has made it possible
for demo attendees to interact with shapelet discovery and explore
high-quality shapelets. In this demo, we present Visualet – a tool
for visualizing shapelets, and exploring effective and interpretable
ones.
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1 INTRODUCTION
Time series classification (tsc) has received considerable attention
from both academia and industry. Among many others, a classical
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approach to solve the tsc problem is the whole series-based ap-
proach. Such an approach combines classifiers, such as 1-Nearest
Neighbor (1NN), and similarity metrics, such as Euclidean Distance
or Dynamic Time Warping distance. More details can be found in a
comprehensive survey [2].

A recent trend of tsc is to compute small patterns (or features)
that can represent and yet distinguish classes of time series. In
particular, the seminal work [9] presented shapelets for tsc. Intu-
itively, shapelets can be understood as small highly-discriminative
subsequences that maximally represent classes of time series and
distinguish time series from one class to another. Shapelet-based
methods (e.g., [6, 8]) have repeatedly demonstrated superior accu-
racies. Some research has combined shapelets with learning ap-
proaches (e.g., [3, 4]) to learn a small number of shapelets. Since
shapelets themselves are time subsequences, shapelets have been
helpful to interpret the classes of time series and interesting cases
from different applications have been reported (e.g., Figure 6 & 7).

A fundamental challenge of shapelet-based methods is to effi-
ciently discover high-quality shapelets for building a classification
model. Not until recently, shapelets can be efficiently discovered. The
main technique is to efficiently prune non-discriminative or similar
subsequences before potentially costly shapelet discovery. Accord-
ing to [6], the shapelets of more than 65% of the datasets (from
different application domains) in the UCR Archive can be computed
within an hour, whereas those of 12 datasets of the archive can be
returned within a minute. Due to the efficiency, it becomes possible
to investigate shapelet discovery using various parameter settings,
such as shapelet discovery algorithms, the length of shapelets and
the shapelet number to be discovered. The shapelets discovered
can then be transformed using [1] and traditional classifiers can be
built from transformed shapelets.

In this demo, we present a software called Visualet that visual-
izes shapelets and time series. We use the well-known benchmarked
datasets, namely the UCR Archive. Visualet enables demo atten-
dees to study the shapelets discovered by various recent efficient
shapelet-based methods, including [3, 4, 6, 8]. For the first time, a
demo running on a commodity machine is able to present many
shapelets of the UCR Archive.

https://doi.org/10.1145/3340531.3417414
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Figure 1: The overview of shapelet discovery in bspcover

2 OVERIVEW OF BSPCOVER
In this section, we briefly introduce the efficient shapelet discovery
method to discover high-quality shapelets implemented in the demo,
namely bspcover [6]. An overview of bspcover is presented in
Figure 1.

The first step of bspcover is data preprocessing that simply ap-
plies symbolic representation methods, specifically PAA [5] and
SAX [7], to reduce the dimensionality of raw time series. In particu-
lar, they transform raw data into symbolic representations (SAX sub-
sequences, a.k.a SAX words). A sliding window method is adopted
to generate numerous SAX words.

The core of bspcover then consists of three main steps. I. bsp-
cover derives a bloomfilter for each class of time series to efficiently
prune the same SAX words that also exist in other classes. Such
SAX words have less discriminative power and only deteriorate
overall efficiency and accuracy of any classifiers. Since bloom filters
do not produce false negatives, the SAX words of a class that do
not exist in the bloom filters of other classes are definitely not in
those other classes. Such SAX words can be candidates for model
building. Figure 2 ( 1○- 6○) shows the main steps of using bloom
filters BF to prune the SAX words set Ω. To quantify the quality of
candidate SAX words ΩBF

𝐶
of a class 𝐶 , we propose to generate a

bitmap structure for each SAX word 𝑒 . Figure 3 shows an example
of (partial) bitmaps for ΩBF

1 .
II. The second step is a non-metric distance-based pruning of

similar SAXwords, which eliminates the effect of similar SAXwords
that exist in all classes. Recall that the distance between the raw
time series violates triangle inequality, the symbolic representation
of time series inherits this property. In this step, similar SAX words
exist in different classes, they are all pruned. In addition, for words
in the same class, only one representative word is kept for further
processing.

III. For each set of similar SAXwords of a class, we consider their
term frequency, as a weight. Then, we propose weighted bitmap
structures of SAX words to quantify the quality of shapelet candi-
dates, which is utilized to discover a set of SAX words that have the
maximal weight and represent all the instances in each class. The
shapelet selection problem is then formalized as a weighted bitmap
cover problem, which can be reduced from the classical weighted
set cover problem. We propose a heuristic algorithm to solve it.

Finally, we compute the discriminative shapelets from the candi-
dates as follows. We transform the SAX words back to their raw
representations of time series. Existing learning methods can be

Figure 2: Pruning redundant and non-discriminative SAX
words (of 3 classes) using bloom filters

Figure 3: An example of (partial) constructing bitmaps of
SAX words in Class 1 (𝐶1)

applied for modifying the selected shapelets to improve the accu-
racy further. In the paper, we revise LTS [4] to build one-vs-rest
classifiers.

Figure 4 summarizes the whole process of finding SAX words
from raw time series. All the time series instances are transformed
into SAXwords, as shown in 1○. Then, the SAXwords are utilized to
build the bloom filter BF𝐶 for each class𝐶 , which prunes identical
SAXwords in other classes (blue dotted rectangle). Next, the bitmap
structures for the remaining SAX words are built to quantify their
qualities (red dotted rectangle). 2○ The procedure prunes similar
SAXwords in all classes. The red SAXwordsDCCCC andDCCCD
of different classes are similar, whereas the blue SAX words of the



Figure 4: An example of finding SAX words for model building

same class are similar. The red ones are pruned and the blue ones are
passed to compute their weights. 3○ bspcover utilizes the weight
bitmap structures (the last rectangle) to select the minimum subset
of bitmaps to cover all the instances.

3 DEMONSTRATION OVERVIEW
The GUI of Visualet is presented in Figure 51. The software Vi-
sualet was implemented in Java2. In the left upper part, the Load

Dataset button is for loading a time series dataset and their class la-
bels. The BSPCOVER button is for running our method on the loaded
dataset. In the left lower part, the Load Shapelets button is for
loading shapelets. After loading time series and shapelets, the time
series chart panels can be used to visualize them, which can help
demo attendees to have a quick overview of a dataset. Some basic
information, such as the distance between time series and shapelets,
and the class label of time series, are shown in the GUI. On top
of the time series charts, the GUI presents some settings of Vi-
sualet, for instance, Iteration number, and the alphabet size of
SAX words, pCover number, the imputation methods for handling
missing values (Impute and the similarity metrics ED). On the bottom
of Visualet, the BSPCOVER Console will output log information.
Scenario 1: Interpretable shapelet exploration. A demo attendee is
interested to know what distinguishes the energy consumption
behaviors of Italian consumers in summer (Class 1) from those in
winter (Class 2). She loads the ItalyPowerDemand dataset from
the UCR Archive, by clicking Load Dataset. By default, Visualet
uses the efficient shapelet discovery method to discover shapelets.
Visualet discovers the shapelets in 2s, whereas the current state-
of-the-art [3] took 60 minutes. She loads the shaplets by clicking
Load Shapelets. She loads some time series of winter energy con-
sumptions to the middle panel. She then loads a specific time series
of summer. Finally, she clicks on the shapelet IDs one by one to see
why the shapelet similar to time series of one class but not the other.
She finds one of the shapelets is particularly helpful in explaining
the difference in Figure 6. The power demand in summer is lower

1An online video of Visualet can be found at https://youtu.be/cAWylZXDXik.
2The demo tool is publicly available at https://www.comp.hkbu.edu.hk/~csgzli/tsc/
demo.html.

Figure 5: The GUI of Visualet. Top: Settings. Left: Class la-
bels, time series and shapelet IDs. Right (from top to bot-
tom): A specific shapelet, a time series of interest; and some
time series of a class.

than that in winter from 4am to 12pm, which turns out to be the
heating in the morning during the winter time.
Scenario 2: Image classification explanation. It is known that TSC
can be applied to solve the image classification problem, where
images are converted into time series. The ArrowHead dataset
of the UCR archives is an example. Previously, the discovery of
shapelets of ArrowHead takes roughly 3.4 hours. Visualet returns
the shapelets within 1 minute. Hence, Visualet makes it affordable
to discover shapelets using different settings. The demo attendees
may causally select some shapelets using Visualet. Such shapelets,
when converted back to images, highlight to the fragments of the
arrow heads that distinguish their types.
Scenario 3: Data imputation evaluation. Time series of patients’ data
(e.g., lab test results) from hospitals often contain missing values.
The time series can be labeled with a disease. Data imputation meth-
ods are often adopted to cleanse the data. The cleansed time series
data can be loaded to Visualet. Their shapelets are discovered.
Shapelets that mainly correspond to the imputed subsequences are
not acceptable, as a patient cannot be labeled with a disease largely

https://youtu.be/cAWylZXDXik
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Figure 6: A shapelet of ItalyPowerDemand highlighting the
morning heating demand difference of summer and winter
months

due to imputed data. When such shapelets dominate the discovered
ones, the data imputation methods should be revised.

4 CASE STUDY: FOOD CLASSIFICATION
To illustrate the possible interpretability that shapelets offer, we
present a use case of food chemistry using the Coffee dataset in this
demo outline. Food spectrographs have been used in chemometrics
to classify food types, a task that has obvious applications in food
safety and quality assurance.

Figure 7 shows four time series of Coffee. The 𝑥-axis of the
figures is the wave numbers of the coffee by Fourier transform
infrared spectroscopy, whereas the𝑦-axis is the normalized number
of different wave numbers. The time series instances (red line) in
Figure 7 (a) and (b) belong to Robusta coffee (Class 1), and those
(red line) in Figure 7 (c) and (d) belong to Arabica coffee (Class
2). The short blue subsequence shows the shapelet selected by the
demonstration software for Class 2 (Arabica coffee).

The shapelet highlights the difference between the two classes.
The major difference between two types of coffee beans is precisely
the specific wave numbers at 230 and 260 (black circle). Arabica
coffee beans have high magnitudes at those frequencies. The classi-
fication accuracy of using such shapelets on Coffee is 100%.

In the demo, some additional case studies [6], including shapelets
of electricity consumption, electrocardiographic applications and
image classification, can be demonstrated interactively.

Figure 7: A shapelet of Coffee that highlights the two wave
numbers of Robusta (Class 1) and Arabica (Class 2) coffee
beans
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