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Abstract— In control of discrete-event systems (DES’s), [2]-[4] to model and control complex systems. In
specifying control requirements in automata is not a trivid  this framework, a system to be controlled and a
task. For many DES applications, designers are often contrg| specification are often modeled as finite-
confronted with the long-standing problem of uncertainty state automata [5], following which a supervisor can

in specification, namely: how do we know that a specifica- b icall hesized | th
tion automaton does indeed model the intended control P€ @utomatically syntnesized to control the system

requirement? Towards a formal framework that helps [N Conformance to the specifi_cation.
mitigate this uncertainty for designer comprehensibility, in In practice, an automaton is often manually pre-

this paper, we introduce and develop a new spgcification scribed by a system designer following a linguis-
concept of automaton transparency, and investigate the tic description (verbal or textual) of some control
problem of maximizing the transparency of specification requirement; or it may be automatically translated

automata for DES's. In a transparent specification au- f . t alread d t
tomaton, events that are irrelevant to the specification rom a requirement aiready expressed as some tem-

but can occur in the system are ‘hidden’ in self-loops. p_oral logic specification [6]. DeCiding if a specifica-
Different automata of the same specification on a DES tion automaton actually reflects the intended control
can be associated with different sets of such irrelevant requirement correctly and completely lacks formal
events; and_any such agtomaton is said to be the_ mosttheoretical support, and is a Cha”enging task, espe-
transparent if it has an irrelevant event set of maximal - oiq)|y for |arge DES's. The uncertainty of whether or
cardinality. The transparency maximization problem is not an intended reauirement is correctly modeled b
theoretically formulated and a provably correct solution q y . y
algorithm is obtained. Given a specification automaton for &N automaton has often been encountered in many
a DES, the transparent specification automaton produced applications of the automata-based DES framework
by the algorithm is a more comprehensible structure, (e.g., in robotics [7], automated manufacturing [8]-
essentially showing the precedence ordering among eventy10], and intelligent service transportation [11]).
from a minimal Catm]['”at'ﬁy Sgltztshat 'Sdre'he"alr(‘j“”_dmgd?“”g In this paper, such uncertainty is resolved as the
some requirement for the LS, and Snould aid Aesigners , qhjem of maximizing the transparency of control
in clarifying if the requirement prescribed is the one re . o
intended. specifications prescribed in finite automata. In what
we call a transparent specification automaton, events
that are irrelevant to the specification but can occur
in the system are ‘hidden’ in self-loops; while events
that are relevant to the specification are highlighted
l. INTRODUCTION in diligent transitions (i.e., those connecting dis-
Supervisory control of discrete-event systemhctly different states). Different automata of the
(DES's) presents a formal and effective framewo”dame specification on a DES can be associated
- _ _ with different sets of relevant events. The most
A preliminary conference version of this paper appearedL]n [ . I if .
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Such transparency could more readily highlight theation automata. In so doing, we attempt to render a
linguistic expression of the specification; and shoukpecification automaton more understandable for a
help towards resolving the long-standing problesystem designer, as opposed to state reduction in
in specification, namely: how do we know thah supervisor. Computing a maximally transparent
a specification in automata does indeed captispecification automaton may, as a byproduct, mini-
the intended control requirement? For an intuitive@ize or reduce the number of states in it.
example, the reader might want to skip ahead toThe rest of this paper is organized as follows.
Section VI for a maximally transparent specificatiom Section I, we review preliminary concepts in
automaton [see Fig. 1(d)] of a first come, firdnguages and automata theory that are most rele-
served control requirement for a resource allocati@ant to this paper. We then define the concepts of a
system. transparent automaton and a relevant specification
Our work falls within the research scope of sydanguage (Section IlI-A), and formally state the
tem designer comprehensibility, which is a currempiroblem of finding a maximally transparent spec-
major concern in industrial applications of supervification automaton (Section IlI-B). In Section 1V,
sory control [12]. Unlike in this paper which seeksve provide the detailed problem analysis. Our first
to provide support for understanding design specifiain result (Theorem 1) establishes the connection
cations (i.e., on “what to control”), past and existingetween the two defined concepts, motivating the
research seeks to provide support for achieving slevelopment of a formal language relevance veri-
pervisor clarity, and at the control-action level (i.efication procedure (Section V-A, Theorem 2) and
on “how to control”). For example, a temporal logi@ procedure to compute a set of relevant events
framework is proposed in [13] to compute individuadf minimal cardinality for a given specification
controls on (controllable) events as readable tetanguage (Section V-B). Based on the two developed
poral logic formulas for the temporal-safety clasgrocedures, a provably correct solution algorithm
of specifications. In [14], techniques are developgAlgorithm 1, Theorem 3) for the problem of finding
to generate and attach propositional formulae calladmaximally transparent specification automaton is
guards to a given supervisor automaton, which aten presented in Section V-C. In Section VI, il-
also believed to comprehensibly model the logiustrative examples are provided to demonstrate the
cal conditions under which individual events areoncept of a transparent specification synthesized
enabled or disabled. In contrast, the transparengsing Algorithm 1. Finally, Section VII concludes
maximization problem proposed and investigated the paper and points to some future work.
this paper is to recast a specification in automata
into a more comprehensible structure. The prob-
lem solution can be used to support the control
design framework [2], by assisting designers at the
outset to ascertain the correctness of specificatiorlLet X be a finite alphabet of symbols representing
automata prior to supervisor synthesis. As a god#ttividual events. A string is a finite sequence of
engineering practice, it is important for designevents from¥. Denote¥* as the set of all strings
to understand the formal specifications prescribé®m % including the empty string. A string s’ is
and assess their correctness first. Once this is doagrefix of s if (3t € £*) s't = s, wheres't is the
supervisor comprehensibility, in our opinion, magtring obtained by catenatingto s'.
be optional in some DES applications as long asA languagel over¥ is a subset ok*. SayL, is
provably correct algorithms (e.g., [2]) are applied sublanguage af, if L; C L,. The prefix closure
in supervisor synthesis. L of a languagél. is the language consisting of alll
Technically related research includes works (e.grefixes of its strings. Clearly. C L, because any
[15], [16]) that focus on minimizing or reducingstring s in ¥* is a prefix of itself. A languagé. is
the number of states in a supervisor automaton peefixed-closed ifL = L.
achieve economy of implementation. The proce- Given X! C X2, the natural projectiorPsz s :
dures developed might lead to transparent autom&tz)* — (X')*, which erases from a string &
in certain cases. However, our problem is differedE?)* every eventsc € (X? — 1), is defined
as it focuses on maximizing transparency of specifecursively as follows:’: s () = ¢, and (Vs €

[I. PRELIMINARIES: LANGUAGES AND
AUTOMATA



(X2)*)(Vo € ¥2), Psexi(so) = Peesu(s)o if o € Intuitively, a well-defined specification automaton

31, and Py2 51 (s0) = Ps2 x1(s), otherwise. for DES G models a task (marked) sublanguage
For L C (X%)*, Ps2x1(L) C ()" denotes the of G over event sek. The sublanguagé,,(A) N
language{ P2 51 (s) | s € L}. L..(G) is well modeled in that every common prefix

If a language is regular [5], then it can be genestring in L(A) N L(G) can be extended to a marked
ated by an automaton. An automat@ns a 5-tuple string inL,,(A)NL,,(G), thereby specifying an un-
(@,%,0,q0,Qm), WwhereQ is the finite set of states,inhibited sequence of event executions to complete
¥ is the finite set of events): ¥ x Q — Q is the some task
(partial) transition functiong, is the initial state and  Definition 2: A specification automatom (for
Q. C Q is the subset of marker states. DES @) is said to beX,,.-transparent if;,, C X

In this paper, a language is assumed to be regulara set of strictly self-loop events iA, i.e., (Vo €

Write 6(o, ¢)! to denote thati(c, q) is defined, %, )(Vx € X)(&(o,2)! = £(o, 2) = z).
and —d(o, ¢)! to denote that (o, ¢) is not defined. A X,..-transparent specification automatdrhas
The definition ofé can be extended t¢>X)* x ¢ all the events in3;.,. C ¥ ‘hidden’ in self-loops,
as follows: d(¢,q) = ¢, and (Vo € X)(Vs € thus showing more explicitly the precedence order-
(X)*)d(so,q) = 6(0,0(s,q)). ing of the rest of the events deemed relevant to

The behaviors of automatofi can then be de-the intended requirement that it specifies. In other
scribed by the prefix-closed languagé’) and the words, those events iR, can be considered irrel-
marked languagéd.,,(G). Formally, L(G) = {s € evant to the specification, although they can occur
(X)) | d(s,q)!} and L,,(G) = {s € L(G) | inthe DESG. We postulate that for the most (or
3(s,q0) € Qm}- maximally) transparent automatofy the irrelevant

A state g € @ is reachable if(3s € (X)*) event set;,, must be of maximal cardinality.
d(s,q0) = ¢, and coreachable if3s € (X)*) Definition 3: A language K C L, (G) is said
i(s,q) € Q.. AutomatonG is reachable if all to be X,.-relevant with respect to (w.r.t}7 if
its states are reachable, and coreachable if all {t&,s € (X)*) for which Py 5, (s) = Poy,,(s),
states are coreachable and 5p(G) = L(G). G the following two conditions are satisfied:
is then said to be trim if it is both reachable and1) (vs € %)[(s0 € K ands’ € K ands'o €
coreachable. It is not reachable, then a reachable = 1(G)) = ¢ € K].
automaton, denoted hyc(G), can be computed by 2) [s ¢ K ands' € K N L,.(G)] = ¢ € K.
deleting fromG every state that is not reachable. |hormally, Condition 1 asserts that the projected
Thus, Ac(G) generates the same prefix-closed anghguage ofic onto events front,.; is sufficient to
marked languages & If G is not trim, then a trim pighlight the relevant precedence ordering of events
automaton, denoted biyrim(G), can be computed 55 gpecified. Condition 2 asserts that the projected
by deleting fromG every state that is either nojanguage ofc can sufficiently highlight the relevant
reachable or not coreachable. Therefdfejm(G) marking as specified faf. Thus, when a language
has no unreachable states and no uncoreachaplec L (G) is ¥,u-relevant w.rtG, it means

states, and generates the same marked languagg,88the precedence order among events f&om

G. contains the essence of the specificationdothat
K embodiesy,.; is called a relevant event set of
[1l. PROBLEM CONCEPTS ANDDESCRIPTION  such ak.
A. Automaton Transparency and Language Rele-Remark 1:Note that language relevance w.r.t a
vance set of relevant events and language observability
i o [17] w.rt a set of observable events may share
Definition 1: Given ~ a  DES & identical mathematical conditions, but their concepts
(@Q,%,6,q0,Qm), and a language L such

that L = Lm(A)’ Where ) automaton Yn this work, following the standard treatment in superwso
A = (X,E & 29,X,). If A is said to be a control theory, we consider a DES as given. In practiced is

specification automaton (df} for DES G), then 1) often constructed by systgm designers through an itergiiveess
of modeling and re-modeling. How to construGtto correctly and

E = _Z’ 2) Lm(A) N Lm(G) = L(A) N L(G)’ and completely model a system of interest is an open design @noliat
3) A is trim. is beyond the scope of this paper.




are fundamentally different: events in a relevanProcedure Trans(H, E;,,)
event set need not be observable in the control-input: AutomatonH = (Y, E, ¢, 30, Y) and an event subset
theoretic sense, but are identified as a collective set Eirr C B .
that can prescribe the essence of a specification jno Ut An automatond = (X, £, &, zo, Xn) that is
P P E;rp-transparent;

an automaton. begin
Let: X' — 2¥ — {0} be a bijective mapping and
Er'el =F— Eir'r;

B. Problem Statement Step 1 ComputeA’ = (X', Ever, &', 20, X7n):

We now formally state the problem of finding ’ ?EIGO)X: ‘{"22 o) | Pos.,(s) = e}
a maximally transparent specification automatbn « X0 = {2’ € X' | (35 € Lon(H))C(5,50) € m(a)};
that models a given languag€ C L,,(G) on DES . ga € EEE%(SZC’(G X)’) (f’((cr;)a)c’)! if and only if

. = SO € S,Y0) € ™)),

G, ie., Ly(A)N Ln(G) = K. When defined¢’ (o, ;') = 2" with

Problem 1: Given DES G = (Q, 32,9, qo, Qm) m(z") ={¢(s',y) |y € m(2'), Pk, (s') =0}
and a specification languadé C L,,(G), construct Step 2 Trim A’ to getA” = (X, Byret, €, @0, Xom):
a specification automato# (according to Definition A" = Trim(A7);

1 that: Step 3 ComputeA from A”:
) so that: e (Vo € Enr)(Va € X) if 3y € n(x))¢(0,y)! then
1) A is ¥;.-transparent and.,,,(A) N L,,(G) = add a self-loop transition for at stater: £(o, ) = ;
K: « The resulting automaton is the output automaton
2) (V¥ C %Y > |Zi]), there is noY'- Retur:‘; (%, 5,6, 20, Xm);
transparent specification automatoti such - '
that L,,,(A") N L (G) = K.
For the language< under DESG, Condition 1

specifies thes,,.-transparency ofA and Condition Lemma 1l:Let H = (Y, E,(,yo, Yim), Eir C E,
2 specifies the maximal cardinality of the irrelevant,., = £ — E;,. and A = Trans(H, E;..). Then:
event set,,, C X associated withd. 1) Ais E;..-transparent.
2) (Vs € E*)(NVo € E)so € LA =
IV. PROBLEM ANALYSIS (3" € L(H))(s'c € L(H) and Pg g, (s') =
In what follows, if a languagek’ C L, (G) is Pp.g,.(s))]-

S,-relevant, then a specification automatarthat ~ 3) (Vs € Lin(A))(3s" € Ln(H))[PpE,.(s") =

is (¥ — X,¢)-transparent can be synthesized such Pg.p,.(s)].

that L,,(A) N L,,(G) = K. This is formally stated 4) Ln(A) 2 Lin(H) and L(A) 2 L(H).

in Theorem 1. The proof of this fundamental result ~ Proof:  To begin with, let A” be the au-

requires a procedure callédrans. tomaton generated in Step 2 @fans. It is clear
ProcedureTrans computes and returns B;,,- that Lm(A") = Ppg,,(L.(H)) and L(A")H =

transparent automatod from a given automaton £z.z,.,(L(H)). Since A is constructed fromA” in

H and an event subsé,... For E,,, = E — E,,,, Step 3 ofl'rans by adding self-loop transitions for

Step 1 and Step 2 of'rans involve computing €vents inE,, it is also clear thatvs € L(A))

an automatond” that is due to the projection offs.5,.(s) € L(A”) and Pg g, (s) € L(A).
the languages ofH onto E*,, i.e., L,(A") = The statements of the lemma can now be proved

rel?

PE,E,.CL(Lm(H)) and L(A//) = PE7Erel(L(H)), and as follows.

Step 3 adds additional self-loop transitions of eventd) Since every event i, is only added to the
in E;,, to A” to obtain the resulting automaton  transition structure ofl in Step 3 ofl'rans as
A. As a result, the procedure has exponential time & strictly self-loop event, it is clear that is
complexity of O(2'¥1), where|Y'| is the state size E;,.-transparent.

of the input automatorff. This exponential time 2) Lets € E* ando € E such thatso € L(A).

complexity, however, can be avoidedAf has some Then,Pp g, (so) € L(A"). Lett = Ppp,,(s).
special structure w.r,.;, which will be discussed We need to show that there existse L(H)
later in Section V-C. such thats'c € L(H) and Pg g ,(s') = t, as

The following lemma summarizes important  follows.
properties of the computed automatdn e If 0 € E.oty, Pep (so) = to € L(A").



3)

4)

Therefore, sinceL(A”) = Pgpg. ,(L(H)), alanguagel C L,,(G) and an event subsgt;,, C

there exists# € L(H) such that X. There exists a specification automatdnthat

Pg g, (t') =to. Sinceo € E,, t' mustend is %,.,-transparent foiG such thatK' = L,,(A) N

with o, i.e.,t = s'o for somes’ € L(H). L, (G) ifand onlyif K is (¥ —X,,,.)-relevant w.r.t

In other words,Pg g, ,(s') = t. Hence the G.

statement. Proof: Let X, = X — ;... For economy of
« On the other hand, i# € E;,, then, by Step notation, letP denote the natural projectiaf 5 .

3 of T'rans, there exitss’ € L(H) such that  (If) AssumeK is X,.-relevant w.rtG. We

Ppp,.,(s') =tands'c € L(H). Hence the present a constructive proof to show thatg,-

statement. transparent specification automatdnfor DES G
Lets € L,,(A) andt = Pg g, (s). An argu- (according to Definitions 1 and 2) exists such that
ment similar to that in the proof of the previoud{ = L,,,(A) N L,,,(G).
statement leads to € L,,(A”) and therefore, Let H be a trim automaton such thatH) = K
there exitss’ € L,,(H) such thatPg i ,(s') = and L,,(H) = K. We then construct the specifi-
t, sinceL,,(A”) = Pg g, (L,(H)). Hence the cation automatond from H using Trans: A =

rel

statement. Trans(H, Xi.).

« Proof of L(A) O L(H): By Lemma 1,A is X;,..-transparent. To show our
Assume thats € L(H). We need to show construction works, we need to show thatcan be
thats € L(A), as follows. a specification automaton of Definition 1 modeling

— Sinces € E*, s = sytpsity...Sntn, Where K onG,ie., K = L(A)NL(G) andK = L,,(A)N
(VO <i<n)s; € By andt; € B for Ly (G).
some integen > 0. By Lemma 1,K C L, (A) and K C L(A).
— Let u = s¢s;...5,, thenu € L(A). Let Therefore, sincek C L,,(G), K C L(A) N L(G)
yi = &(s0s1..-8;,%9) be the state ofA and K C L,,(A) N L,,(G).
after the execution of strings;...s;, 0 < It remains to show thaf.(A) N L(G) € K and
i <n. L,(A)NL,G)CK.

— Since So € L(A)’ to € Ez*rr’ by Step « Proof OfL(A)ﬂL(G) QF

3 of Trans, {(to, yo) = yo. Therefore We show the inclusior(A) N L(G) C K by

;9|0t0 € L(A) ?ndlﬁ(?tf[)axg) :t Yo- tSim- induction on the length of strings.
llar arguments lea GoloS1ty..-Sit; € - B t ; th LIANLIG)N
L(A) and 5(80t081t1...8iti,$0) = Y; for Fase. 's obvious that € ( ( ) ( ))
all 0 < 7 < n. Therefores € L(A). — Inductive Hypothesis: Assume that(Vs €
HenceL(A) 2 L(H). 5*),|s| = n for somen >0, s € L(A) N
« Proof of L,(A) 2 L, (H): L(G) = s € K. Now, we must show that
Assume thats € L,,(H). We need to show (Yo € ) and (Vs € 2, |s| = n, so €
thats € Ly, (A), as follows. L(A) N L(GQ) = so € K. We proceed as
— Sinces € L, (H), s € L(H), which follows:
implies s € L(A) since L(H) C L(A). « Lett = P(s). By Lemma 1, sinceo €
— Let z = ¢(s,20) be the state ofd after L(A), there exists’ € K such that'c ¢
the execution ofs. Lett = Pg g ,(s). K and P(s') =t
Sinces € L,,(H), we havet € L,,(A"). x Since K is X,.-relevant w.r.tG, by
— Furthermore, by Step 3 of'rans, we Definition 3, the conditionsP(s) =
also have((t, z) = x. Thereforez is P(s),s'c € K,s € K andso € L(G)
a marker state i, which implies that together imply thatsc € K, validating
s € Ly (A). the inductive hypothesis.
HenceL,,(A) 2 L.(H). Thus L(A) N L(G) € K and thereforel(4) N
| L(G) =K.
We may now state our first main result. « Proof of L,,(A) N L,,,(G

)C K
Theorem 1:Given a DESG = (Q, %, d, qo, Qm), Assume that € L,,(A)N L, (G). We need to



show thats € K, as follows. onG,ie., L,(A)NL,(G) =K.
— Since L, (A) N Ly (G) € L(A) N Ly, (G), Proof: Immediate from the proof of théf
se L(ANLG)=K orse KNLy,(G). statementin Theorem 1. [ ]
— Let t = P(s). By Lemma 1, sinces €
L,,(A), there existss’ € K such that V. PROCEDURES ANDSOLUTION ALGORITHM

P_(S') =t _ Theorem 1 has established an important connec-
— Since K is ¥, -relevant w.r.tG, by Defi- tion petween the concepts of a transparent spec-
nition 3, the conditionsP(s) = P(s'),s" € ification automaton and a relevant specification
K ands € K N L(G) together imply that |gnguage. From this theorem, it is clear that a

s € K. maximally transparent specification automatdn
Thus L,,(A) N L,,(G) € K and therefore modeling a specification languag€ for G can
L,(A)NL,G) =K. be synthesized from a relevant event subSej,

(Only If:) Let A= (X, E,¢, xo, X,,) be a speci- for K of minimal cardinality (among all the event
fication automaton of Definition 1 fak that is>;,..- subsets that are relevant farw.r.t G). A procedure
transparent. It follows that' = >, and modelingk’ to compute a minimal relevant event subset for
onG, L(A)NL(G) = K and L,,(A)NL,,(G) = K. K is, therefore, essential for computing a solution
We must then show thak” is X,.-relevant w.rtG for Problem 1. Such a procedure is presented in
by establishing the two conditions of Definition 3.this section (Section V-B). The procedure utilizes

Let s,s" € ¥* such thatP(s) = P(s'). another procedure (Section V-A) to check for lan-

1) Proof of Condition 1 Let o be an event in. guage relevance. In Section V-C, a provably correct

such thatso € K, s'0 € L(G) ands’ € K. We solution algorithm for the main problem (Problem
then need to show thato € K, as follows: 1) is then presented.
. Becauses,s’ € K C L(A) and P(s) =

P(s') and A is % -transparentA will be A, Verification of Language Relevance

In the, Same state after /the execution o We first present a procedure to verify whether a
ands', i.e.,{(s, zo) = &(s', 20) o languageKk C L,,(G) is &,.-relevant w.r.t a given
» Sinceso € K < LEA)’ €(0, x)!. Therefore neg 7| et 4 be a trim automaton that represents
s'o € L(A). Thus,s o< L<A>QL(G) =K. K, ie. L,(A) = K. ProcedureCheck Relevance
Hence Congh.tlon 1 of Definition 3. returnsTrue if L,,(A) is X,¢-relevant w.r.tG and
2) Proof of Condition 2 Assume that € K and False, otherwise.

s' € KN Ly(G). We then need to show that |ntiitively, CheckRelevance builds automaton

s' € K, as follows: RelTest(A,G) to track pairs of stringss and s’
« Similar to the proof of Condition 1 above,n L(A), with Pyy, . (s) = Pgy,,(s'), and to
becauses,s’ € K C L(A) and P(s) = determine the state @f reached after the execution

P(s') and A is %,.-transparentA will be of s'. Therefore, each state dRelTest(A,G) is
in the same state after the execution of represented by a triplér,2’,q) € (X x X x Q),
ands’, i.e.,{(s,x0) = £(8', 20) = . wherez, ' € X are the states reached ih from

« Furthermore, since € K C L,,(A), € g, after the execution of ands’, andq € Q is the
X Thus, s" € L,,(A). Therefore,s’ € state reached it from ¢, after the execution of’.
Lm(A) N L, (G) = K. Hence Condition 2 Moreover, automatorielTest(A, G) also includes
of Definition 3. a special state calledump ¢ X x X x Q and a

Thus by Definition 3,K is X,.-relevant w.rtG. special event called ¢ X that are used to capture
m all violations of X, .;-relevance.

Corollary 1: Given a DES G = At any state(z,2’,q) of RelTest(A,G), if the
(@Q,%,6,q,Qm), an automatonH representing occurrence of an event € X creates a violation of
a languageK C L, (G), and an event subsetCondition 1 of ¥, -relevance (Definition 3), then
Yor CX I K is (X — X,,.,)-relevant w.r.tG, then a o-transition from(z, 2, q) to dump is added to
A = Trans(H, %) is a specification automatonRelTest(A, G). Furthermore, if the reach of a state
for G that is X;.,.-transparent and that models (z,2’,q) of RelTest(A,G) creates a violation of



Condition 2 of ¥,;-relevance, then a-transition a pair of strings(s, s’) € K x K such that:

from (z, 2, q) to dump is added taRelTest(A, G). 1) &(s,20) = x, £(8',m0) = 2’ and d(s', qo) = q.

It is clear from the pseudo-code and the foregoing) Poy, ,(s) = Poy ().

discussion thatCheck Relevance has polynomial - " .
(If:) Assume thatl,,(RelTest(A,G)) # 0, i.e.,

time complexity ofO(|X|*|Q|) where|.X| and|Q)| statedump is reached by a-transition ¢ € X)) or

are the state size of and , respectively. a~y-transition from some reachable state ', q) €
X x X x@Q of RelTest(A, G), we show that_,,(A)

Procedure Check Relevance(A, G, ¥,.) is not X,..,-relevant w.r.tG, as follows.
Input: DES G = (Q, %, 6, 0, @m), Specification Let s,/ € K be any two strings with (1)
automatond = (X, 3, £, xo, X,,,) With 5(3,1'0) = 5(8/’1,0) — 4 and 5(5/’%) = ¢

L, (A) C L,,(G) and an event subsét,.; C ¥;

_ / :
Output: True, if L,,(A) is X,-relevant w.r.tG; and (2) Py 5, (s) = Pss,,,(s'). By construction of

False, otherwise: RelTest(A, G), we have:
begin _ o If dump is reached from(z,z’,q) by a o-
Let ¥ =X — X,.; and~ be an event not if; t iti f Y th F
Step I Construct automatoRelTest(A,G) = Ac((X % ransition for someo € . ' en so E !
X x Q) U {dump}, S U {~}, f, (0,20, q0), {dump}) so € L(G) and s'o ¢ K, i.e., Condition 1
from A and G with the transition functionf defined as of Definition 3 is violated.
follows: .
(%(Z\fv;',q) € X x X x Q): « If dump is reached from(z,a’,q) by a -
1) (Vo € Srer) transition, thens € K, s € K N L,,(G) and
o« flo,(z,2',q)) = (£(0,2),£(0,2"),0(0,q)) s ¢ K, i.e., Condition 2 of Definition 3 is
if f(a x)!, £(o,x")! andci(a q)!; and violated.
o f(o,(z,2',q)) = dump . .
if £(0, 2)!, =(o,2')! and (o, q)! Thus, in either casel,,(A) is not ¥,.-relevant
2) (Vo € Sirr) w.rtG.
° f(O',(.’E,.’E/, )):( ( ) Q) if i i -
o ), (o2 and—|6(0' 2t and (Only if:) Conversely,. if L,,(A) is notl Yrel™
. (0, (x,7,q)) = (z,(0,2"),5(c.q)) relevant w.r.tGG, there exists two strings, s’ € K
if ¢ (o, ), é(o,2')! andd(c, q)!; and with Py y (s) = Prx ,(s") such that:
. f(a7(w7x’7q))=dump = ds T
it ¢(0,a)!, =€ (0, a’)! andé(a, q)! 1) (3o € X) so € K, s'o € L(G) ands'c ¢ K;
3) f(v, (z,2',q)) = dump if 2 € Xpm,2' ¢ X, and or o
q € Qm. _ _ 2) se K, €e KNL,(G)ands' ¢ K.
Step 2: Determine whetherl ., (A) is X,¢;-relevant w.r.t , , ,
G Let x = £(s,x0), ' = &(5,x0) andq = 0(s', qo)-
o If Lo (RelTest(A,G)) # 0, i.e., dump Then(z,2',q) € X x X x @ is a reachable state of
is encountered during the construction of RelTest(A G)
RelTest(A,G) in Step 1, returnFalse; A . .
. Otherwise, returrue; By the construction ofRelTest(A, G) in Step 1

— of CheckRelevance, if (3o € ¥) so € K, s'o €
L(G) and s'c ¢ K, statedump will be reached
Theorem 2:Given DESG = (Q,%,6,q0,Q,), from (z,2',q) via aoc-transition.
specification automatoA = (X, 3, &, zo, X,,,) with On the other hand, i§ € K, s € KNL,,(G) and
Ln.(A) C L,(G) and an event subsét,, C . s ¢ K, statedump will be reached from(z, 2', q)
Then L,,(A) is 3,.-relevant w.r.tG if and only if via a~-transition.
CheckRelevance(A, G, %) = True. Thus, in either case, statdump is reach-
Proof: Let RelTest(A,G) be the automa- able in automaton RelT'est(A,G). Therefore
ton constructed in Step 1 o€ heckRelevance. Ly, (RelTest(A,G)) # 0.

We will prove this theorem by showing that [ |
L,(A) is X,q-relevant w.rtG if and only if  Remark 2:Note that Trans and
L. (RelTest(A,G)) = 0. CheckRelevance are algorithmically  similar

To begin with, by construction aRelTest(A,G) to the respective procedures for computing a
in Step 1 ofCheckRelevance, it can be seen thatpartially observable supervisor and checking
a state triple(z, 2/, q) € X x X x @ is reachable in language observability [18]. This similarity is not
automatonRelT'est(A, G) if and only if there exists unexpected due to Remark 1.



B. Minimal Cardinality of Relevant Event Set Procedure MinRelevantSet(G, A)

Lemma 2:Given DESG = (Q,%,d,q, @), @  Input: DESG = (Q, %, 4, g, @m) and specification
languageK” C L,,(G) and an event subsét,,; C automatond = (X, %, £, zo, Xm) With
Y. If K is not X, -relevant w.r.tG then (VX C Lin(A) € L (G);

rel = Output: A minimal cardinality event subset
1 /
Y,e) K is not Zml-releva_nt_ W.I.tG. S retmin C 5 such thatl,, (A) is
. Proof: By contradiction, assume that there et min-relevant w.rtG;
exists some event subskgf,, C ¥, such thatk begin
is Y/ ,-relevant w.r.tG. Then, since(Vs,s' € ¥*) IrrelevantSets 0
re ’ / Erel,min — E:
_PZ_,ET-GL(S) =Py, (s )_:> ngfm(s) = PE,E’M(S )y n <+ |2 —1; OK = True;
it is easy to see thak is alsoX,;-relevant w.r.t, while OK = True andn > 0 do
. . . . _ count + 0;
violating the assumption thdt is not Y, .;-relevant foreach ' 5 and [3| = n do
w.rt G. o ) _ u if X' € IrrelevantSets then
A relevant event set of minimal cardinality would L count < count + 1;
result in making as many irrelevant events transpar- etlse if CheckRelevance(G, A,X') = False
then

ent as possible. Following our previous arguments,
such an automaton should be the most preferable
for better understandability among all available au-

Add X’ and all of its subsets to

count <+ count + 1;
IrrelevantSets;

tomata representing the same specification for a else )
glven DES B |_ Er'el,'min — X ;

Given DESG and a specification automatoh if count = (') then OK = false;
a procedure called/inRelevantSet is developed L nen—L

to compute a minimal (cardinality) event subset | ReturnX.cimin;
Yretmin C X such thatL,,(A) is 3¢ min-relevant

w.rt GG. In essence, the procedure considers all

subsets ob and selects from them a minimal subset

holds. number of event subsets of cardinalitythat are

Procedure MinRelevantSet uses a variable Not qualified as relevant event subsets. Whenever

called Y, ¢; i t0 Store the minimal cardinality sub-count = (). i.e., all the subsets of cardinality
set that has been found so far. It also uses a variagfeésmaller are not qualified as relevant event subsets,
called IrrelevantSets to store all the event subset®' » reached), the procedure stops and returns the
that are not qualified as relevant event subsets (f§f€vant event subset of minimal cardinality that has
L (A) w.rt G). been found.

Initially, X,c;min = ¥ and IrrelevantSets = ). In the worst case,MinRelevantSet has to
MinRelevantSet starts by setting an index variablexamine all the (strict) subsets of for lan-
n to |[S| — 1 and generating all subsets &f that guage relevance, and as a result, it has to
have the cardinality of. It then performs relevancecall CheckRelevance 2/ — 1 times. Therefore,
checks for these generated event subsets by callidgnRelevantSet has exponential time complex-
Check Relevance. |ty of O(2|2‘|X|2|Q|), Where|X| and |Q| are the

Because of Lemma 2, upon determining thatate size ofA and G, respectively. To speed up
L..(A) is not X'-relevant, MinRelevantSet adds MinRelevantSet, a pruning technique based on
all subsets ot to the set of irrelevant event subsetsemma 2 can be used. Specifically, after discov-
IrrelevantSets, to avoid checking these subsets ifring that L,,(A) is not relevant w.r.t¥’ C X,
future steps. MinRelevantSet can store all the subsets¥finto

After checking all event subsets of cardinality a data structure, and avoid checking for language
the procedure decreasesby 1 and continues to relevance w.r.t these subsets in future steps.
generate and check all event subsets of cardinalithwhen computational time is expensive, however,
n—1, to search for relevant event subsets of small@n algorithm of polynomial time complexity is of
cardinality and update:,.; .;, accordingly. Dur- practical interest. To avoid searching all the subsets
ing its search process, Procedurén RelevantSet  of 33, and hence reduce the computational time, such




an algorithm may compute and return a relevatitat the maximal cardinality of irrelevant event set
event set with reasonably small (but not necessaty,, ;.. = X — X, c,min IS NO lONger guaranteed, and
minimal) cardinality forZ,,(A) w.r.t G. However, for this reason, the output automatdnmay not be
the development of such an algorithm is beyond timaximally transparent.

scope of this paper.

Algorithm 1: Maximally transparent specifica-
tion automaton synthesis

. . Input: DESG = (Q, %, 6, g0, @m) and an automato/ with
In what follows, Algorithm 1 is proposed for L(H) =K C Ly (G);

Computing a Specification automaton as a solutionOutput: Specification automator that modelsK on G and
. . i has a maximal cardinality set of irrelevant events;
for Problem 1. The algorithm has two main steps: begin

C. Solution Algorithm

(1) it computes a maximal set of irrelevant events | Step 1 Compute a maximal cardinality set of irrelevant
using MinRelevantSet; and (2) it uses the com- events: ,
d t set t thesize th Iuti ifica- o Step 1.2 Xrei,min = MinRelevantSet(G, H);
puted event set to synthesize the solution specifica . StEP 10 S omne = 3 — Syt min:
tion automaton usingrans. Step 2 Compute a%;,, maz-transparent automatas
Let |Y| and |Q| be the state size off and that modelsK on G: A = Trans(H, Zirrmaz);
G, respectively. Since Algorithm 1 is built on the L Retum4:

foundation of the two procedurédin RelevantSet

. , : S
and T'rans, it has time complexity ofO((2 Theorem 3:With L,,(H) — K, Algorithm 1

2 ‘Y| H H “ . n . v e
1.>|Y| Q] +2 ) which is the “summation” of their returns a solution automaton for the transparency
time complexities.

I i h tati | lexity of Al maximization Problem 1.
n practice, the computational complexity of Al- PrOof: Let X, emin AN mar = S Sretmin

gorithm 1 might need to be reduced to deal Witge the event subsets generated in Steps 1.a and 1.b

large systems. In doing so, the complexities of ﬂlﬁ Algorithm 1, andA = Trans(H, ¥, ) be the
individual procedured/in RelevantSet andTrans automaton ge,nerated in Step 2 (’)f Xiggﬁthm 1. ltis

would need to be mitigated. An approach to redu%(]e(_jar that is 3., -relevant w.rtG. Therefore,

thhe ct:)ompudtgtlonal gqmglextllty oggﬂ}’elevr?nttf Tlt according to Corollary 1A is a specification au-
as heen discussed in Section V=b. In what ToloWgy maton that IS maz-transparent and that models

we discuss how the computational complexity on G
Proceduré’rans can be reduced. In Step 2 of Algo- Also 'sinceZ
rithm 1, Trans is invoked to compute specificationSet for]i'( WrtG
automatonA = Trans(H, Xirmae:). AS pointed |
out in Section 1V, the exponential complexity o
Trans is due to the projection of automatod
onto event SUbSEL, ¢ min = X — Xirrimaz. THIS
exponential complexity can be avoided #f has and according to Theorem K is (X — ¥)-relevant
some special structure w.i,; ..,. FOr instance,

it th tural o ction? : b fW.r.t G, contradicting the fact thak, ..., IS a
ITthe natural projection’s. ., ., 1S an ODSEIVET Of o0 ant event set with minimal cardinality fdt

Lm(H) [19]’ Ie’ (\v/t 6 szzr'el,'r.nin (Lm(H)))(vs 6 W'r't G'
éﬁH” [szrewﬁn(s) 'dS; prefix of¢] = (H?he Thus, Algorithm 1 generates specification au-
Jsu € Lin(H) and P, (5u) = ¢, hen 40000 4 that modelsi on G and has a maximal

the pr(t)jedct_ed |rr|1age _oi?’t_onto 129"?“”"” dc_?n bel CIset of irrelevant events, i.e., Algorithm 1 synthesizes
computed in polynomial time [19]; and it wou a solution automaton for Problem 1.

follow that T'rans has polynomial time complexity.

Thus, to reduce the computational complexity of
Trans, event subset, ., .., could be enlarged, if

necessary, to satisfy the observer condition [19]. By
Lemma 2, this set enlargement does not violate theWe now present two examples to illustrate the
relevance property of,,(H) w.r.t G. However, one concept of a maximally transparent specification
should note that enlarging,.; ..., this way means automaton. In the illustration, every automaton is

rel.min 1S @ Minimal relevant event
, there is no specification automaton
Fhat modelsK on G and has a set of irrelevant
events with a greater cardinality tha®,,, ,,q.|: if
there is such &’-transparent specification automa-
ton with |X'| > | maz |, then| X =3 < |E, e minl,

VI. ILLUSTRATIVE EXAMPLES
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shown as a directed graph with the initial state Observe that the events M, ... appear only

represented by a node with an entering arrow, aimd self-loops. Importantly, fori,j € {1,2}, that

every marker state represented by a darkened nadelease precedesriclease whenever tequest pre-
cedes jequest - the essence of FCFS faF - is
quite clearly highlighted in the resulting automaton

Irequest Irelease Zrequest Zrelease of Fig. 1(d), but may not be as obvious in Fig. 1(c)
or some other specification automatBmprescribed
laccess 2access by the system designer.
(@) USER, (b) USER;

Outgoing Link 1
2request

Incoming Link

- 000000
Outgoing Link 2

Irequest 2acces!
(@) System layout
2access 1reque!
pktarrive

- pktdrop, dispatch, dispatct2

(b) DispatcherD

Irelease

1send 2send
1down 2down
e % di m;EE 'T % di m;% 'T
(c) FCFS specification automatdi spate ispate
Irepair 2repair
lrelease Zrelease (c) Interfacel, (d) Interfacels
Irequest 2request Fig. 2. [lllustrative example 2: Network switching system

‘0
Example 2 (Computer network switch)he
second example is a computer network switching
system. In this simplified system, a network switch
lacoess e is modeled to have one incoming link and two
outgoing links [Fig. 2(a)]. The example system
model, denoted byS, is a synchronous product
Fig. 1. lllustrative example 1: Resource allocation system of a dispatcherD [Fig. 2(b)] and two network
interfaces I; [Fig 2(c)] and I, [Fig. 2(d)]. The
Example 1 (Resource allocationfhe first ex- system works as follows. When a data packet
ample is a first come, first served (FCFS) comrives at the incoming link, the dispatcher either
trol requirement for a resource allocation systerdrops the packet or deposits it into one of the
The example system model, denoted @y is a two buffers B; and B, for the respective outgoing
synchronous product [18] of two user§,SER; interfaces. When a packet is deposited into a
[Fig. 1(a)] andUSER; [Fig. 1(b)]. The automaton buffer, the corresponding network interface can
USER;, i € {1,2}, is modeled to request, accessend the packet to the outgoing link connected to
and release a resource; and the systérmodels it unless it breaks down, in which case it would
their asynchronous operations to share the singleed to be repaired. Upon repairing and resuming
resource. operation from a breakdown, a network interface’s
A specification automatord/ of the FCFS re- buffer becomes empty, meaning that every packet
quirement forG is shown in Fig. 1(c). It is due todeposited into the buffer before the interface broke
some specification automatdéhprescribed by a sys-down is lost.
tem designer such thdt,,(P) N L,,(G) = L., (H). Consider a network switch (NS) control require-
Applying Algorithm 1 to H, we obtain a maximally ment, informally stated as follows: The buffers
transparent specification automaton as shown in Figust never overflow or underflow, and if both
1(d), with X, e = {laccess, 2access}. the interfaces break down, interfade must be

(d) Maximally transparent FCFS specification
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Irepair

. 2send
pktarrive D '
2send X
o
pktarrive 1down 1repair 2 1dow pktdrop
1down [ 7

Irepair
P pktdrop
X . pktarrive
pktarrive
T

1send
pktdrop o]
pktdrop
e
Y

1repair

Fig. 3. NS specification automataid

repaired first. Assume thas, and B, are one-slot g dispatct E)Ei%&%ﬁe
buffers. Then more formally, foi € {1,2}, the < oo

NS specification requiregispatchi to be executed _ R

first, and kend (or irepair) and dispatchi to be Blaroe” 2down

2send 2repair LQ

executed alternately thereafter; anddbwn occurs,

lrepair
lrepair

. .. 1d dispatch2
then 2repair cannot be executed untllepair is. o) Lot dispatct
This requirement can be modeled by a specification dispatc?
automaton/ as shown in Fig. 3. This automaton is _ , pktarrive
¢ ] . . pktarrive 2send 2repair ktdrop
prescribed by carefully considering every possible pktdrop Sdown

event string generated by the synchronous product
of the three automata in Figs. 2(b)-2(d) that form tHeg. 4. Maximally transparent NS specification
system model, and excluding every of those that

violate the control requirement. Nevertheless, when ) _ o
presented with this specification automaton, it gUtomaton can improve designer comprehensibility

hard for a designer to comprehend the specificati§¥ Petter highlighting the essential precedence or-
and readily ascertain if the automaton models i Of only those relevant events that collectively
intended requirement. constitute the essence of the specification.
Applying Algorithm 1, we obtain a maximally 10 harness the specifiability and readability of
transparent specification automaton as shown in Figmporal logic in an automata-based DES frame-
4, With Sirrmes = {pktarrive, pktdrop, 2down}. WOTK, previous work [6] has proposed an algorithm
Clearly, the essence of the NS specification for tfiaat translates a (finitary) temporal logic specifica-
systems is expressed more evidently in Fig. 4 thaHOn t0 a specification automatoff generating a

in Fig. 3, demonstrating the utility of our algorithmsublanguage of.,,(G) for a given DESG. An inter-
esting avenue for future research is to translate such

a temporal logic specification directly to a max-
VIl. CONCLUSION imally transparent specification automataeh for
We have motivated and developed the notion which L,,(H) = L,,(A)NL,,(G), without explicitly
transparency of automata as specifications for DE®nstructing . Together, this could promote a more
We have formalized the transparency maximizatiaifective specification-synthesis paradigm, where
problem and developed an algorithm to constructtlae natural language readability of a temporal logic
maximally transparent specification automaton. Tvgpecification and the transparency of the translated
illustrative examples show that such a specificati@utomatonA could render higher confidence that



the specification automaton - a mandatory input fou
control synthesis of DES using automata-based tools
- does indeed capture the intended requirement.

To deal with large control systems, it is also
worthwhile to develop complexity reduction stratel1S]
gies for Algorithm 1 that leverage on recent ad-
vancement in finite automata. [16]

Finally, beyond the DES domain, our research
may be applicable in other domains where automata
are used for modeling and specification. [17]
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