
8. Contingency Planning and Management

Learning objectives of this chapter: Business disruptions, busi-
ness continuity planning (BCP) and business continuity manage-
ment (BCM), crisis management, disaster recovery planning and
management, incident handling, organisational and performance
considerations.

Businesses and governments across the globe depend heavily on
Information Technology to manage various processes and deliver
services. It is thus paramount that the services relying on the under-
lying IT systems continue to operate or are minimally disrupted even
in the event of major disruptions to the underlying IT and physical
infrastructure -for instance, triggered by a major security incident
or a natural disaster, and so on. This may be achieved through a
gamut of mechanisms, applied individually or in conjunction - for
instance, switching the operations to an alternate site, or having back-
ups to recover necessary data and information to resume services,
have mechanisms in place to carry out some vital services manually
while the IT infrastructure is not operational and so on. Contingency
planning and management is then essentially coming up with and
deploying the plans, processes, and technical solutions to effectuate
such resilience, maintaining them over time and operationalising
them whenever needed.

Contingency planning: What is it? Why do it?

For most part of this course, we have delved into aspects of oper-
ational security — identifying information assets, classifying the
nature of sensitivities involved to determine corresponding security
objectives — and accordingly determining the necessary controls to
be put in place.

Contingency plan complements operational security mechanisms,
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and is devised for outcomes and circumstances beyond the expected
norm. The ultimate objective being business continuity, by ensuring
in the short term that core/critical operations of the business con-
tinue (or can be resumed within a very short span of time), notwith-
standing if the unexpected events render useless the underlying
services that these core services rely on, and in the longer run, to be
able to restore all operations of the business back to normal.

Contingency planning in fact permeates beyond IT security, and
is necessary for other aspects for an organization’s operations as
well. For instance, a government ideally needs to be able to operate Trivia: In the United States, a desig-

nated survivor (or designated successor)
is a member of the United States
Cabinet who is appointed to be at a
physically distant, secure, and undis-
closed location when the President and
the country’s other top leaders (e.g.,
Vice President and Cabinet members)
are gathered at a single location, such
as during State of the Union addresses
and presidential inaugurations. This is
intended to maintain continuity of gov-
ernment in the event of a catastrophic
occurrence which kills many officials
in the presidential line of succession.
Were such an event to occur, killing
both the President and Vice President,
the surviving official highest in the
line, possibly the designated survivor,
would become the Acting President
of the United States under the Presi-
dential Succession Act. (excerpt from
Wikipedia)

even in case of a nuclear attack or other catastrophic event. In the
context of an organization’s reliance on IT infrastructure, contingency
planning is necessitated by a multitude of factors. Several of these are
in fact valid reasons to have contingency plan for non-IT aspects of
an organization as well.

Foremost, as has been iterated on multiple occasions, there is no
perfectly secure system. Particularly, failures in complex systems
is an eventuality, irrespective of how much so ever care is taken
in operating and testing the system, or the degree of redundancy
built into the system. Thus, there is a need to plan for being able to
operate vital and critical services notwithstanding the failure of the
underlying system that enables the functioning on a day to day basis.

Market and economic forces, such as the emphasis on getting
a product’s basic functionality and usability right, and getting the
product to market on time (A ‘Ship it on Tuesday and get it right by
version 3’ attitude) also back-burns security considerations.

Unexpected circumstances also emerge as a consequence of a
series of unfortunate events. For instance, a Tsunami leading to
equipment failures and eventual nuclear meltdown as happened in
Fukushima, Japan in March 2011.

In principle, a robust contingency plan thus needs to be effective
notwithstanding the nature of event and consequent outage of the
normal operations. In practice, one’s contingency plans are often
based on what one imagines as the worst case scenario, and thus,
the plans need to be revisited and redrawn with one’s changing
understanding or perception of worst case scenario. Case in point
is an interesting observation from Hong Kong Monetary Authority
(HKMA)’s 1 Business Continuity Planning manual. “Efforts put into, 1 Hong Kong Monetary Authority

(HKMA). Supervisory policy manual -
business continuity planning. URL http:
//www.hkma.gov.hk/media/eng/doc/
key-functions/banking-stability/
supervisory-policy-manual/TM-G-2.
pdf

and experiences gained from the preparation of, the Y2K contingency
plan were obviously not sufficient to cope with 9/11. Y2K was a
known event and was essentially a software problem. Also, it did
not raise the issue of destruction of people and property.” Essentially,
redundant mechanisms planned as contingency to carry out core
functions of a financial institution (e.g., manually for a transitory

http://www.hkma.gov.hk/media/eng/doc/key-functions/banking-stability/supervisory-policy-manual/TM-G-2.pdf
http://www.hkma.gov.hk/media/eng/doc/key-functions/banking-stability/supervisory-policy-manual/TM-G-2.pdf
http://www.hkma.gov.hk/media/eng/doc/key-functions/banking-stability/supervisory-policy-manual/TM-G-2.pdf
http://www.hkma.gov.hk/media/eng/doc/key-functions/banking-stability/supervisory-policy-manual/TM-G-2.pdf
http://www.hkma.gov.hk/media/eng/doc/key-functions/banking-stability/supervisory-policy-manual/TM-G-2.pdf
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period) in the event of a known software issue is fundamentally dif-
ferent in nature than physical destruction of the whole infrastructure,
and so on. In fact, the events of 9/11 forced a major rethink on how
companies view their IT contingency plan. To quote Keith Payne, IT
security officer at Javitch, Block & Rathbone, a law firm from a PC
world article2: “Before 9/11, our customers did not heavily evalu- 2 http://www.pcworld.com/article/

239693/911_attacks_changed_the_way_

companies_view_it.html
ate the possibility that the entire firm could cease to exist with no
pre-indicators.” This thought process can be seen in action across the
board, and well encapsulated in the following HKMA’s statement3: 3 http://www.hkma.gov.

hk/eng/key-information/
guidelines-and-circulars/circulars/
2002/20020131a.shtml

“plan on the basis that they may have to cope with the complete de-
struction of buildings in which key offices or installations are located
(rather than just denial of access for a period) and the loss of key
personnel (including senior management)”.

The culmination of such a thought process is reflected at multiple
granularities: starting from how data backup is being done by many
organizations, for instance, moving away from periodic (say, weekly)
transfer of back-up tapes to an alternate storage location which
is often inadequate for critical data, to real-time online back-up
solutions, often enabled by new technology such as cloud services, to
the provisioning of alternate physical site ready to be moved into and
operate from at any time with no or little notice, are some elements
of a robust contingency plan.

And yet, as the maxim goes, one size does not fit all. The nature
of trigger events would dictate the nature of effective contingency
mechanisms. For instance, for a flu pandemic like SARS, where a
whole team may be confined at home under quarantine, even if they
are actually healthy to work, the disruption does not come from
destruction of infrastructure, and depends on whether the services
can be kept operational while employees work remotely, and so on.

Even as the nature of threats (or our perception) thereof is in a
continuous flux, the technology landscape is also dynamic, and
emerging technologies allow us to revisit the possible solutions. For
instance, cloud services facilitate new back-up solutions. Amazon’s
web service deploy geographically distributed data centers, with
multiple availability zones within individual geographic regions,
whereby data centers utilise independent resources (e.g., independent
power supply, etc.), so realise distribution and fault tolerance at
an unprecedented scale. Many organizations have embraced and
codified the usage of pesonal computing devices for work related
activities under bring your own devices (BYOD) mechanisms, or
allow remore working using virtual private networks, and so on.
These provide further capabilities when dealing with contingencies.
It is however to be noted that each of these new opportunities also
bring along new attack surfaces that need to be holistically protection

http://www.pcworld.com/article/239693/911_attacks_changed_the_way_companies_view_it.html
http://www.pcworld.com/article/239693/911_attacks_changed_the_way_companies_view_it.html
http://www.pcworld.com/article/239693/911_attacks_changed_the_way_companies_view_it.html
http://www.hkma.gov.hk/eng/key-information/guidelines-and-circulars/circulars/2002/20020131a.shtml
http://www.hkma.gov.hk/eng/key-information/guidelines-and-circulars/circulars/2002/20020131a.shtml
http://www.hkma.gov.hk/eng/key-information/guidelines-and-circulars/circulars/2002/20020131a.shtml
http://www.hkma.gov.hk/eng/key-information/guidelines-and-circulars/circulars/2002/20020131a.shtml
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against while devising operational security of the systems.
Beyond an organization’s own self-interests in planning for con-

tingency, and technical considerations, another key driver is an
organization’s regulatory obligations. Depending on the criticality of
the operations of an organization, for instance, a financial or health
institution, or a federal entity, the organization’s functioning may
have wide-scale implications on the society at large, and thus may
fall under the purview of an appropriate regulatory agency. The
above anecdotes from Hong Kong Monetary Authority provide a
ready example. Likewise, federal organizations in the United States
need to be FISMA (Federal Information Security Management Act )
compliant, and to that end NIST (National Institute of Standards and
Technology) has formulated several documents, for instance, NIST
special publications 4 addressing issues relevant for contingency 4 Swanson et al., 2010; and Blank and

Gallagher, 2013planning and business continuity. In addition to the explicit legal
provisions requiring an organization to implement proper business
continuity and disaster recovery mechanisms, there could be im-
plicit drivers as well. For instance, in the United States, all publicly
traded companies need to comply with the auditory requirements
of Sarbanes-Oxley Act of 2002 (SOX), which then in turn requires
preservation of all data essential for a proper audit.

Shared purpose, multiple responses
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Figure 1: This figure has been adapted
from Business Continuity Management
Framework 2014 -18 document by
Queensland Government, which in turn
had adapted the visualisation from
Marsh & McLennan Companies

As mentioned above, contingency planning needs to take into
account the nature of event, to determine suitable response. Suitable
response also needs to be determined based on the specific objectives
that one wishes to achieve with a response. For instance, during
a natural disaster, the priority could be to act in a timely manner
to save lives, and contain the effect on the physical infrastructure
to minimize data loss. However, after a certain time window, the
priority could shift to not so much the life saving activities, but



8. contingency planning and management 17

disaster recovery related activities instead. This exemplifies that as
part of contingency planning, one needs to chart out varied responses
(or a combination of several responses), as shown in Figure 1: e.g.,
emergency response, crisis management, business and disaster
recovery, etc., depending on the immediate objectives in mind, but
they all share the ultimate purpose of business continuity. We next
elaborate the characteristics of some important response variants and
their underlying rationale.

Emergency management: Emergency is something time critical,
which needs quick response to reduce damage/losses of people?s
life, physical or information assets. The purpose of emergency man-
agement is to save human lives, and try to contain or stabilize the
situation, reducing loss to physical or IT infrastructure, and carry
out damage assessment. For example, terror attack, or a fire on the
physical premises of an organization will require the activation of
emergency responses.

Crisis management: Crisis is a situation with potential knock-on
and long term adversarial effects, affecting an organization’s reputa-
tion, stock prices, stock market, etc. Crisis management is strategic
in nature, and needs to take into consideration (operational) policy
issues, manage communication with various stake holders (employ-
ees, customers, suppliers, etc.) through various channels including
media and social media, liaise with necessary external entities, co-
ordinate service recovery. The December 2013 Target data breach5

5 http://krebsonsecurity.
com/2013/12/
sources-target-investigating-data-breach/

is a relevant example. The incident tarnished Target’s reputation,
and damaged customer confidence leading to loss of business, fall in
stock prices, etc. Two years down the line, with heavy shake-up in
the management, and a lot of painful restructuring and layoffs later,
Target appears to have weathered the crisis reasonably.6 6 Target stocks were traded in NYSE

at as much as above 65$ in November
2013, but had dropped to around 56$
in mid-February 2014 as details and
implications of the data breach were
getting exposed, however the stock
price had risen up to 74$ by end of
November 2014. When the fluctuations
of stock prices is considered across a
longer span of time, the crisis triggered
by the data breach does not appear to
have had any longterm ill effects on
Target. Ironically, FireEye, the company
behind the malware detection software
used at Target, which traded at around
37 dollars in November 2013, fuelled
by the positive publicity of how it had
actually detected the attacks (but the
red flags were ignored by Target’s IT
security team) had risen beyond 85

dollars by end of February 2014, and
yet, by December 2014, it traded at less
than 30$!

Continuity & Business recovery: Given resource and time con-
straints, it may not be possible to restore normalcy immediately after
an event, or to restore all functionalities simultaneously. It is thus
necessary to determine the impact of an event on different aspects
of a business, and identify the criticality of different activities, and
accordingly carry out a phased recovery of business critical processes
and services. This includes identifying and continuing the very crit-
ical services of the business, even as the recovery process to restore
full normalcy is gradually activated by carrying out disaster recovery
activities such as recovery of data and restoration of infrastructure
and services.

http://krebsonsecurity.com/2013/12/sources-target-investigating-data-breach/
http://krebsonsecurity.com/2013/12/sources-target-investigating-data-breach/
http://krebsonsecurity.com/2013/12/sources-target-investigating-data-breach/
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The show must go on: How to do business continuity planning?

Even an innocuous incident such as a water leakage or small fire
in a part of a building may render the whole building temporarily
unusable. The emergency response in this case will be to carry out
evacuation to ensure there is minimal loss of life. If business is
halted for an extended period of time as a consequence, it may
lead to enormous financial loss, as well as loss of reputation and
future business opportunities. Consequently a business may need
to temporarily relocate its employees to operate from alternate sites
within a short span of time. This may need operational support
in many manner, such as a mechanism to divert calls to the right
temporary offices that the personnel operate from, that they have
the necessary equipments to work with, etc. Eventually, the business
should be able to locate to a permanent site (the old one restored, or
a new one), and resume operations at full capacity. The resilience in
the system should be built in a manner so as to cope with different
degrees of disruptions.

The mantra behind the design of Amazon’s Dynamo7 database, 7 DeCandia et al., 2007

originally used in the backend of their e-commerce site, and eventu-
ally also provided as part of their cloud service offering is surmised
in the following quote from the system’s designers “customers
should be able to view and add items to their shopping cart even if
disks are failing, network routes are flapping, or data centers are be-
ing destroyed by tornados”. This design principle aptly captures the
essence of business continuity — notwithstanding disrupting events
— the core functions of the business must go on. In fact, resilience is
ingrained in Amazon’s infrastructure design, and other major cloud
services also adopt similar techniques. For instance, with the elastic
compute cloud (EC2) offering, Amazon introduced redundancy at
multiple granularities across data centers - spread across geographic
regions, and furthermore, within each region, deploying data centers
in isolated locations, relying on independent physical infrastructure,
and called availability zones. End users using a service like EC2 can
choose to configure their deployments to take advantage of different
degrees of resiliency.

Most businesses have neither the economic wherewithal nor
the technical expertise to build all the IT solutions and infrastruc-
ture in-house to meet their business continuity (BC) and disaster
recovery (DR) needs. Consequently, many businesses may rely on
managed services for business continuity and disaster recovery. With
the proliferation of cloud services, businesses are increasingly rely-
ing on managed disaster recovery services. Given the vital role of
BC/DR services, be it carried out in-house or is out-sourced, there
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has been several national and international standards and guidelines.
Prominent ones include ISO/IEC published guidelines (ISO/IEC
24762:2008) for provisioning of information and communications
technology disaster recovery (ICT DR) services 8, which itself was in 8 ISO/IEC, 2008

part derived from the Singapore standard (SS507:2008) for informa-
tion and communications technology disaster recovery services. The
has since been withdrawn, and ISO 22301:2012

9 on business continu- 9 ISO, 2012

ity management systems and ISO/IEC 27031:2011

10 guidelines for 10 ISO, 2011

information and communication technology readiness for business
continuity are some other more recent relevant documents, as are
the NIST special publications 11 mentioned previously. Instead of 11 Swanson et al., 2010; and Blank and

Gallagher, 2013getting into the specific details and differences across these myriad
of guidelines and standards, we will instead next summarize the key
ideas derived from across these.
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Figure 2: Business continuity planning
approach from ISO/IEC 24762:2008.
The following abbreviations have been
used in this figure — Business Impact
Analysis (BIA), Risk Assessment (RA),
Business Continuity (BC), Business
Continuity Plan (BCP).

Business continuity plans and implementation involve costs, so
essentially BC/DR can be viewed a within the ambit of risk manage-
ment. Each organization needs to determine the worst case scenarios
that it wishes and can afford to prepare for. ISO/IEC 24762:2008

outlines a number of discrete but dependent stages, as depicted in
Figure 2, showing how business continuity planning is intercon-
nected with risk reduction. The first five stages, namely (i) Business
Impact Analysis (BIA) and Risk Assessment (RA), (ii) Business conti-
nuity (BC) strategy formulation, (iii) Business continuity plan (BCP)
production, (iv) Business continuity plan testing and (v) ensuring
staff awareness regarding business continuity are executed sequen-
tially, while the sixth stage is a process to review and revise the
existing plan, to be carried our periodically or after major changes
that may effect the efficacy of the existing plan (e.g., change in the
organization’s infrastructure or nature or business, new legislations
coming into effect, etc.). The seventh stage, that of risk reduction by
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applying necessary security controls, is carried out in parallel, based
on the outcomes of the other six stages.

Business Impact Analysis

Business impact analysis (BIA) is the process of analysing the con-
sequences on an organization due to the interruption of (some of)
its activities that support its business activities, products and ser-
vices. Since there could be interdependencies across functionalities,
a rigorous BIA ought to identify such connections and correlations,
to determine the criticality of individual functions and resources.
Based on the extent of effect individual elements in the whole system
may have, one then needs to carry out risk assessment (how likely
they are going to happen, what will be the extent of exposure, etc.)
and determine the overall impact — be it quantitative (e.g., directly
attributable financial loss) or qualitative (e.g., loss of reputation) in
nature. The impact is often dependent on the degree and duration
of an outage, which needs to be taken into account while consider-
ing response options. The BIA along with risk assessment thus help
determine the maximum tolerable downtime (or minimal acceptable
level of service), and accordingly the recovery time objective (RTO)
and recovery point objective (RPO), which in turn then determine the
necessary response strategy and resources. The BIA and risk assess-
ment exercise is naturally also coupled with risk management and
risk reduction activities, but it should be noted that these are still two
distinct activities. For instance, an organization may decide to accept
some risks in not investing in any controls to mitigate it - for instance,
because the cost of controls may be too high, or the likelihood of
the event may be too less. Nevertheless, the event actually may still
happen, and business impact analysis needs to determine the conse-
quences if that is the case, and how to deal with the consequence. In
that sense, risk management and contingency planning are opposite
sides of the coin — the former exploring mechanisms to mitigate
risks, the later looking into how to respond if the risk actually comes
to pass.

The BIA process can thus be seen as comprising of the following
logical steps:

• Determine Critical Business Processes, Services, and Products:
Those that must be restored immediately after a disruption to
ensure the affected organization’s ability to protect its assets,
meet its critical needs, and satisfy mandatory regulations and
requirements.

• Identify activities that support provision of critical business pro-



8. contingency planning and management 21

Response & Recovery

Operational+Status

Time

Incident

T=0

100%

Before/weak/implementation/of/BCM/and/or/DRP

After/implementation/of/BCM/and/or/DRP

Response Recovery

RTO

RPO

MTD

Figure 3: Business continuity man-
agement (BCM) and disaster recovery
planning (DRP) practices focus on
shortening period of disruption (RTO)
within a maximum tolerable downtime
(MTD), and reducing the impact of an
incident (RPO) by risk mitigation and
recovery planning.

cesses, services, and products: While the critical processes or
services and products for the business are often obvious to the
corresponding users, the underlying resources enabling these may
be overlooked. e.g., documentation, back-up (and periodically
checking that restoration works), operating systems, database
management systems and data center tools, etc.

• Assess impacts over time of not performing these activities: e.g.,
Loss of life, damage to physical assets, denial or disruption of
critical technology services, etc.

• Set prioritized timeframes for resuming these activities: e.g.,
Minimum acceptable level; Maximum tolerable downtime.

• Identify dependencies and supporting resources for these activ-
ities, including all third parties dependencies: e.g., if the data
center of the back-up service provider is confined in the same
geographic region as the business itself, that may be affected by a
natural catastrophe such as earth quake that affects the business
itself.

The key considerations to determine the recovery requirements
include customer impact analysis, system impact analysis, policy and
regulatory compliance requirements and third party dependencies,
which together dictate the Maximum Tolerable Downtime (MTD) a.k.a.
Maximum Tolerable Period of Disruption (MTPD), i.e., the period
of time after which an organization’s viability will be irrevocably
threatened if delivery of a particular product or service cannot be
resumed. Ascertaining dependencies across activities, along with
prioritization based on their criticality aide the linking of activities
with similar recovery requirements to form a timeline based recovery
action plan. Accordingly, a Recovery Time Objective (RTO), i.e., the du-
ration of time, from the point of disruption, within which an activity
should be restored, is determined per activity. The organization also
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needs to classify the criticality of different data, and determine corre-
sponding Recovery Point Objective (RPO). It essentially gives systems
designers a limit to work to - e.g., if restoring data till up to last week
is deemed sufficient, an offline tape based back-up solution, where
the tapes are moved off-site on a weekly basis would suffice, while if
data up-till the last hour is required to be retrieved, it will necessitate
a fundamentally different system design.

The Plan-Do-Check-Act Cycle for Business Continuity Management

ISO 22301:2012

12 adapts the management method of Plan-Do-Check- 12 ISO, 2012

Act (PDCA) in the context of Business Continuity Management
Systems (BCMS), as depicted in Figure 4. Quoting from the standard
itself, the purpose of the four stages can be summarized as follows:

Plan: Establish business continuity policy, objectives, targets, con-
trols, processes and procedures relevant to improving business
continuity in order to deliver results that align with the organiza-
tion?s overall policies and objectives.

Do: Implement and operate the business continuity policy, controls,
processes and procedures.

Check: Monitor and review performance against business continu-
ity policy and objectives, report the results to management for
review, and determine and authorize actions for remediation and
improvement.

Act: Maintain and improve the BCMS by taking corrective action,
based on the results of management review and reappraising the
scope of the BCMS and business continuity policy and objectives.

Establish  
(Plan)

Implement & 
Operate  

(Do)

Monitor & 
Review  
(Check)

Maintain & 
Improve  

(Act)

Interested 
parties

Managed 
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continuity

Interested 
parties
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for business 

continuity

PDCA 
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BCMS

Continual improvement of business continuity 
management system (BCMS)

Figure 4: This Plan-Do-Check-Act
(PDCA) cycle for Business Continuity
Management Systems (BCMS) figure
has been adapted from ISO 22301:2012

standard. Plan-Do-Check-Act (PDCA)
is a general purpose iterative four-step
management method used in business
for the control & continuous improve-
ment of processes and products.
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The rationale behind the PDCA approach for BCMS is to capture
and adapt to a changing landscape (or our understanding) of worst
case scenarios. For instance, a contingency plan under the assump-
tion of destruction of a building, but assuming that there will be
some survivors who can then operate from an alternate site may not
be suitable for a fundamentally different event such as a pandemic
flu — where there is no physical harm to the buildings and IT in-
frastructure, and thus provisions to operate from an alternate site is
not the solution, since a whole team involved in orchestrating a spe-
cific business activity may have to be quarantined in their respective
homes (even if they are in fact physically fit to work).

This example also highlights another interesting subtlety to busi-
ness continuity and recovery planning, namely that, it needs to be
scenario driven. The type of disaster (earthquake, fire, pandemic,
haze, etc.) would determine the point(s) of impact as well as the
depth and scope of impact, and the availability of resources to re-
spond with. For instance, back-up servers located in the same build-
ing may not be robust against a fire that destroys the building, while
even an offsite storage facility in the same city may also not be robust
against a natural disaster affecting a whole geographic region. And
yet, if there is a major breakdown of the communication channels
(e.g., ISP failure), then, a local back-up mechanism may come handy.

Since the business continuity management system (BCMS) is itself
realized using Information and communication technology (ICT),
an integral part of evaluating the efficacy (check) of the BCMS pro-
cesses involves ascertaining ICT readiness for business continuity
(IRBC). ISO 27031:2010

13 deals with the issue of IRBC and articu- 13 ISO, 2011

lates on how to conduct tests and exercises with progressive level
of meticulousness, in order to validate the BCM/DRP arrangements
with increasing degree of confidence. To quote ISO 27031:2010 “The
organization should exercise all elements of the ICT service recovery
as appropriate to its size, complexity and business continuity man-
agement scope. The exercising should not focus solely on service
recovery and resumption, but should include the reliability of the
resilience capability, system monitoring and alert management. Fi-
nally, the organization should exercise at component level through to
full location-based system testing in order to achieve high levels of
confidence and resilience.” Accordingly, the testing spans review of
and familiarization with the existing documentation (desktop process
review), test of individual components and integrated end-to-end
services (recovery simulation), and eventually full-scale (operational)
simulation by switching ICT and end-to-end services between pri-
mary and secondary.
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Further BCM/DRP Considerations

So far we have articulated the main concepts of business continuity
management (BCM) and disaster recovery planning (DRP). We wrap
up the topic by discussing some practical considerations and specific
elaborative examples.

Organizational considerations

An organization needs to clearly identify and enable a team with well
defined roles for business continuity planning. The actual business
recovery in case the business contingency plan has to be activated
may be carried out by a somewhat ad-hoc team, depending in part
on the available human resources a posteriori.

The planning is typically done while the organization is operat-
ing in its normal mode. The business continuity manager would
interact with the business units in order to understand their opera-
tions, and carry out business impact analysis, and liaise with support
functions for people, logistics, infrastructural facilities, technology re-
lated issues, and report to the upper management with the findings,
strategic inputs, budgetary approval, etc. The executive management
however is unlikely to be involved in the day-to-day activities of the
business continuity planning team.

In case there is an incident, a first verification (triage) that there is
genuinely an incident has to be made by whoever encounters it, and
this person needs to notify the operational team (notification) that is
most directly responsible for dealing with or affected by the incident.
Once the team confirms the incident (escalation), it needs to carry out
damage assessment, and determine the severity and decide whether
it can be contained by applying the normal operational reactive
controls. However if the severity is beyond a specific threshold, or
continues to grow, then the executive management team needs to be
notified, who would have to make a decision on whether to declare
a disaster, and accordingly activate the response plan and mobilize
a response team. This whole plan activation process is depicted in
Figure 5. The response team may be ad-hoc in nature, depending
on the available personnel. Unlike the planning phase, the executive
team is typically more directly involved in the recovery activities,
simply because that becomes the primary activity for the transient
period.

It should also be noted that in practice, some of the logical steps of
the plan activation may disappear or collapse into a single step, de-
pending on the nature of incident. For instance, a fire or terror attack
in a building would likely trigger emergency responses without ex-
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Figure 5: Plan activation for busi-
ness/disaster recovery and other
(emergency/crisis) responses.

plicit intervention and declaration from the CEO of a company. The
planning phase should also clearly articulate a chain of succession
for key roles, so that if some of the top executives are also adversely
affected by the incident, there is no ambiguity on who ought to fill
up the roles for the transient period, and with what authority and
responsibilities. This is crucial, given that declaration of the disaster
itself is an executive decision, as is the execution of the recovery activ-
ities. The identified persons for specific roles need also be competent
for the corresponding tasks, even if that is not what they do during
the normal operations.

Communication

Communication plays vital role in all aspects of business continuity
and disaster recovery activities. To start with, all the processes need
to be well documented, and personnel need to be made aware of
what is expected of them in case of an incident. For instance, every-
one needs to know the evacuation plan, alternate site where to report
after evacuation, or what other actions to take, etc.

An effective incident response structure is also essential. This
includes detection and notification channels for timely dissemina-
tion of information regarding incidents to various stake holders —
employees, customers, suppliers, etc.

Alternate sites

The organization should provision for an alternate head quarter from
where the recovery team can coordinate and execute the recovery ac-
tivities. This is in addition to (though, it may be co-located) having a
back-up site, where the organization can relocate after a disaster such
as fire, flood, terror threat, etc., to continue its business operations.

Broadly, there are three categories of back-up sites: cold, warm
and hot. A cold site is the cheapest to provision, since it does not
come equipped with the hardware infrastructure (nor does it have
any backed up data, or working software, etc.), but in case of a dis-
aster, it will require the additional time to set-up all the capabilities
before resuming operations. In contrast, a hot site is essentially a
duplicate of the original site, with fully functional IT-infrastructure,
which is synchronized (almost) in real time with the primary site
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of operations, so that the organization may relocate anytime, and
resume normal operations with minimal disruptions. However, the
capacity of the hot site may or not match that of the primary site, and
it may be able to handle only a lower volume of business. Naturally,
a hot site is the most expensive option, and is opted by a limited set
of organizations, such as financial institutions, government agencies,
etc. Warm sites look for a compromise between the two extremes and
may have partial infrastructure or data in place to start with.

(Third party) dependencies

An organization should determine if its business continuity plan
is incompatible with the third party service provider’s business
continuity plan (for instance, in terms of mismatched RTO).

Service level agreements notwithstanding, there are additional
risks of correlated failures at different levels of granularities. If the
third party is vulnerable to the same threats that an organization
is trying to alleviate risks by outsourcing a service, then it may
not be useful. If multiple organizations all utilize the same third
party service for some crucial functionalities, then the failure of this
common third party service may lead to disruption of functions for
all the organizations. For certain kinds of organizations, for instance,
financial institutions, disruption of their services can have wide-scale
societal repercussions. For this later scenario, it is desirable to avoid
such correlated failures by instead using independent third party
services.

At the same time, business units performing similar tasks (both
within an organization, or across organizations) could make arrange-
ments for mutual support or shared services, to restore operations. In
fact, even without explicit arrangements, organizations may be able
to leverage on redundancies to determine the criticality of the specific
functions. For instance, financial institutions may leverage on the
fact that depositors can carry out deposits with other organizations
operating in the same geography (assuming that to be the case), and
thus determine that the deposit function is relatively less critical 14

14 FSB, 2013

than others like clearing and settlement.

Technological aide

Even as business continuity planning and management appears to
be a daunting and expensive exercise, technological advancements in
several areas make it increasingly more tractable.

Sophisticated business continuity management tools15 have 15 Witty and Morency, 2014

evolved over time, which can help carry out risk assessment for
availability, BIA from loss of people, IT, facilities, suppliers, business
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process & IT dependency mapping, workflow management, analytics
for understanding effectiveness, risk reduction & cost, etc.

There are multiple avenues to amortize resources — for instance,
by re-purposing existing infrastructure, pooling resources through
virtualization, or adopting cloud based solutions which remove
the need for capital investment or a large specialized IT team (for
businesses, for whom IT is not the core competence), bare-metal
restore which allows having cost-effective warm sites practical, to
name a few.

Concluding remarks

Contingency planning and management is key to business continuity,
and complements risk assessment and management. Not surpris-
ingly, there is no perfect plan, nor one specific solution that fits all
scenarios, but there are several standards & guidelines, as well as
software tools to facilitate the process, which needs to be regularly
tested, updated, communicated to stake holders, exercised and
tested again, and so on and so forth, in a continuous PDCA (plan,
do, check, act) cycle. There are different responses, such as emer-
gency, crisis, business recovery and disaster recovery, but with shared
purposes. The nature and the specificities of the response depends
on the specifics of a scenario, and thus the contingency planning
needs to span multiple worst case scenarios. Even if an organization
decides to accept certain risks, the contingency planning exercise,
and in particular, the business impact analysis, needs to take those
risks also into account. Last but not the least, for successfully man-
aging business continuity, it is paramount that there is support and
commitment which is both top-down and bottom-up.
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