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Abstract — Criminal and victim identification is always vital 

in forensic investigation. Many biometric traits, such as DNA, 
fingerprint, face and palmprint, have been regularly used by law 
enforcement agents. However, they are not applicable to legal 
cases where only non-facial body sites of criminals or victims in 
evidence images are available for identification. These cases 
include but not limited to violent protests, masked gunmen and 
child pornography. To address this challenging identification 
problem, skin marks, blood vessels hidden in color images, 
androgenic hair patterns and tattoos have been considered. 
Tattoos are not always available. Skin marks and blood vessels 
are suitable for high resolution images. Androgenic hair patterns 
provide useful identification information even in low resolution 
images, but their performance is still far from perfect. Thus, new 
biometric traits are still demanded especially for low resolution 
evidence images. This paper evaluates lower leg geometry as a 
soft biometric trait for criminal and victim identification. Lower 
legs are considered in this study because they are often 
observable in evidence images. The algorithm utilized in this 
evaluation first aligns two lower leg shapes from input images 
and extracts geometric features, including the partial sum of 
squared difference, the polynomial coefficients and the number 
of intersection points of the aligned leg shapes. Support vector 
machines, neural networks and decision trees are used to 
perform the classification. The algorithm is applied to 1,138 
images from 283 subjects. The experimental results indicate that 
lower leg geometry is an effective soft biometric trait. This study 
provides a foundation for further research on criminal and 
victim identification based on body geometry.  
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I. INTRODUCTION 

Criminal and victim identification is a crucial and 
challenging task in forensic investigation. Biometric traits, 
including DNA, fingerprints, palmprints, footprints, 
shoeprints, signatures, write-prints, face images, face sketches, 
dental records, have been used regularly by law enforcement 
agents. All these biometric traits are not applicable to identify 
criminals and victims in images, where their faces are not 
observable. Tattoos have been regularly used, but they are not 
always available. To identify criminals and victims in 
evidence images of sexual offenses, such as child 
pornography, skin marks and blood vessel patterns hidden in 
color images have been proposed recently. These biometric 
traits are suitable for sexual offenses because evidence images 
are likely high resolution close-up images [1-2]. For low 

resolution evidence images, the challenge still remains 
because very limited research has been done for it. 

Identifying criminals and victims in low resolution images 
based on non-facial body sites is demanded. In the last several 
years, because of unstable economic and political 
environments, many countries experienced violent protests, 
including Athens riots 2011, London riots 2011, Bahrain riots 
2012, Manama riots 2013 and Brazil riot 2013. Violent 
protestors, who seriously destroy the law and order of many 
societies, always wear face masks to avoid identification, but 
it is not uncommon to see their non-facial body sites, in 
particularly lower legs. Fig. 1 shows six images from London 
riots 2011, Bahrain riots 2012 and Athens riots 2011. In 
addition, masked gunmen and terrorists appear in some parts 
of this world. These cases show clearly that the current 
biometric traits employed by law enforcement agents are not 
enough and development of new biometric traits is essential.  

To address this challenging identification problem in low 
resolution images, androgenic hair patterns have been 
proposed as a biometric trait recently [13]. However, their 
performance is far from perfect. This paper studies lower leg 
geometry. Geometric information has been used in 
commercial biometric systems (e.g., hand geometry [8, 12]) 
and forensic investigation (e.g., post-mortem identification). 
Height and weight are also commonly employed as auxiliary 
information in suspect searches. However, detailed geometric 
information of body sites is ignored. This paper aims to 
evaluate this geometric information for criminal and victim 
identification. Lower legs are selected for this study because 
they are large and often observable in evidence images. 
According to our best knowledge, no one performed a similar 
study before. In this paper, an algorithm with alignment, 
feature extraction and classification schemes and 1,138 lower 
leg images from 283 subjects are used in this evaluation. 

The rest of this paper is organized as follows: Section 2 
presents the testing database. Section 3 explains the algorithm 
for this evaluation. Section 4 reports the experimental results. 
Section 5 offers some conclusive remarks. 

 
 



 
Fig. 1. (a) London riots 2011 [3], (b)-(c) anti-government protesters in 
Bahrain, Manama [4-5], (d)-(e) Athens riots 2011 [6] and (f) Brazil riot 
2013[7].  

II. THE TESTING DATABASE 

To evaluate lower leg geometry, 1,138 lower leg images 
from 283 subjects were collected. A Nikon D70s camera and a 
Canon EOS 500D camera were used in the image collection 
and their maximum resolutions are respectively 3,008 × 2,000 
and 4,752 × 3,168 pixels. The subjects were mainly Asians, 
including Chinese, Malays and Indians and all are males. Two 
sessions of image collection were carried out. In the first 
session, 575 images were captured and in the second session, 
563 images were captured. The average time difference 
between the two sessions was eleven days. The images 
collected in the first session were considered as a gallery set, 
while the images collected in the second session were 
considered as a probe set in this evaluation. Table 1 
summarizes the database. The subjects were not given strict 
instructions on their poses in the image collection. The 
lighting environments were changed. Thus, images were 
collected from viewpoints and illumination conditions. Fig. 2 
shows ten unprocessed images (except that they were cropped 
and resized) in the testing database. Their relative scales are 
retained. The legs in the testing database were manually 
cropped and resized to 298 by 142 pixels on average. Fig. 3 
shows six pairs of high resolution leg images, where some 
skin features are highlighted. Their illumination and pose 
differences are clear. The lower leg shapes of the images are 
extracted by a semi-automatic approach. First, a method is 
used to segment the legs and then, their shapes are extracted 
automatically. If the leg shapes were not segmented correctly, 
manual correction is carried out. Then, the region of interest 
defined by six edge points, A, A’, M, M’, B and B’ (Fig. 4(b)) 

is extracted from the segmented image. MM’ is the longest 
horizontal line within the leg and AA’ and BB’ are 
respectively the shortest lines above and below MM. The 
region of interest is cropped (Fig. 4(c)) and is considered as a 
preprocessed image for this evaluation. This preprocessing 
method is modified from Su et al.’s [13]. It should be 
emphasized that the aim of this paper is neither to develop a 
new segmentation method for lower leg images nor a complete 
system for identification. It aims to evaluate the information in 
lower leg shapes for personal identification. Fig. 5 shows the 
extracted lower leg shapes for this evaluation. 

TABLE I.  A SUMMARY OF THE TESTING DATABASE 

Number of 
images 

Number of legs collected 
in the first session 

Number of legs collected 
in the second session 

1 5 6 
2 265 274 
3 12 3 
4 1 0 

 

  

 
Fig. 2. Ten images in the database. 
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Fig. 3. Images with different pose and illumination from the database 
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Fig. 4. The preprocessing scheme. (a) An input image. (b) The region of 
interest is defined by A, A’, M, M’, B, and B’. The horizontal distance of 
MM’ is the longest and AA’ and BB’ are the shortest length above and below 
MM’, respectively. (c) The region of interest is extracted as a preprocessed 
image. Note that AA’ and BB’ are not necessary to be horizontal lines and the 
region of interest is the minimum rectangle toinclude the region between AA’ 
and MM’. 

(a) (b) (c) (d) (e) (f) 

(g) (h) (i) (j) (k) (l) 

Fig. 5. Examples of lower leg shapes for this evaluation. 

III. AN ALGORITHM USED IN THE EVALUATION 

In this study, an algorithm with an alignment scheme, a 
feature extraction scheme and a matching scheme is developed 
to evaluate geometric information in lower leg shapes. The legs 
of criminals and victims in evidence images and the legs in a 
suspect image database (e.g., images collected from ex-
prisoners) are collected from different poses and viewpoints 
and therefore, alignment has to be performed. Figs. 6(a) and (b) 
show two preprocessed images from the same leg and Fig. 6(c) 
shows their leg shapes, which are directly overlaid. Figs. 7(a) 
and (b) show two preprocessed images from different legs and 
Fig. 7(c) shows their leg shapes, which are directly overlaid. If 
features are extracted from overlaid shapes without alignment 
such as Figs. 6(c) and 7(c), the features will be highly 
influenced by viewpoint and pose variations. In fact, it is very 
difficult to distinguish whether the shapes in Figs. 6(c) and 7(c) 
are from the same leg or not. Therefore, alignment is essential 
before feature extraction.  

In order to align the leg shapes, a point set registration 
method is employed. Point set registration methods assign 
correspondences between two point sets and determine the 
transformation between them. There are many point set 
registration methods for alignment, such as ICP [9], its 
improved version LM-ICP Error! Reference source not 
found. and the coherent point drift (CPD) [11]. CPD method 
with an affine transformation is used in this study because it is 
one of the state of the art methods. 

CPD method aligns two point sets through probability 
density estimation, where one point set is regarded as the 
centroids of Gaussian Mixture Models (GMM) and the other 
one is regarded as data points. Then CPD method fits the 
GMM centroids to the data points by maximizing the 
likelihood. At the optimum, the point sets become aligned and 
the correspondences are obtained. The GMM centroids are 
forced to move coherently as a group to preserve the 
topological structure of the point sets.  

For the sake of clear presentation, a set of notations is 
given. Given leg shapes from two images, two sets of points in 
Թ2 are used to represent them. One is denoted as a model set X 
with size of Nm by 2 and the other is denoted as a data set Y 
with size of Md by 2. TA(•, τA) represents an affine 
transformation controlled by a parametric vector τA.. In our 
alignment scheme, the affine CPD method is used to determine 
the alignment parameters τA. Using the affine transformation 
parameters τA, the point set X is transformed into XT =TA(X, τ). 
Figs. 6(d) and 7(d) show the alignment results respectively 
from the leg shapes in Figs. 6 and 7. The shapes from the same 
leg (Fig. 6(d)) are aligned perfectly, but the shapes from 
different legs (Fig. 7(d)) still have notable difference.  

Because the number of points in XT and Y may be different, 
they are sampled to the same size i.e., XT  = [(xms(1), 
yms(1)),…,(xms(L), yms(L))] and Y = [(xds(1), yds(1)),…,(xds(L), 
yds(L))], where s represents a sampling function and L 
represents the total number of sampled points. Let (xmr(i), 
ymr(i)) and (xml(i), yml(i)) be respectively points on the left and 
right boundaries in XT and also let (xdr(i), ydr(i)) and (xdl(i), 
ydl(i)) be respectively points on the left and right boundaries in 
Y. Then, the differences between corresponding points in two 
aligned boundaries defined 
ሺ݅ሻܣ ൌ ඥሺݔ௠௥ሺ݅ሻ െ ௗ௥ሺ݅ሻሻଶݔ ൅ ሺݕ௠௥ሺ݅ሻ െ  ௗ௥ሺ݅ሻሻଶ andݕ

ሺ݅ሻܤ ൌ ඥሺݔ௠௟ሺ݅ሻ െ ௗ௟ሺ݅ሻሻଶݔ ൅ ሺݕ௠௟ሺ݅ሻ െ  ௗ௟ሺ݅ሻሻଶ areݕ
calculated. The features of the partial sum of squared 
difference defined below 

∑ ሺ݅ሻ௅ܣ
௜ୀଵ ,             (1) 

∑ ሺ݅ሻሺ௄ା଴.ଵሻ௅ܣ
௄ ,             (2) 

∑ ሺ݅ሻ௅ܤ
௜ୀଵ ,             (3) 

∑ ሺ݅ሻሺ௄ା଴.ଵሻ௅ܤ
௄ ,             (4) 

where K א ሾ0.01, 0.1, … ,0.9ሿ, are computed. Eqs. 1-2 and Eqs. 
3-4 are the features computed from the aligned right and left 
boundaries, respectively.  
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Fig. 6. Alignment of the same leg. (a) – (b) two images of the same leg 
captured at different sessions. (c) leg shape extracted from (a) and (b) overlaid, 
and (d) aligned shapes. 

 
(a) 

 
(b) 

 
(c) (d) 

Fig. 7. Alignment of different legs. (a) – (b) images of different legs, (c) leg 
shapes extracted from (a) and (b) overlaid, and (d) aligned shapes. 

 

In addition to the partial sum of squared difference, 
polynomial coefficients derived from the two sequences ܣሺ݅ሻ 
and ܤሺ݅ሻ are also used as features. Since the leg shapes are 
aligned, the polynomial coefficients can be directly computed. 
Two second-order polynomials, ஺݂ሺݔሻ ൌ ܽଶݔଶ ൅ ܽଵݔ ൅ ܽ଴ 
and ஻݂ሺݔሻ ൌ ܾଶݔଶ ൅ ܾଵݔ ൅ ܾ଴, where ܽ଴,  ܽଵ, ܽଶ , ܾ଴, ܾଵ and 
ܾଶ are the polynomial coefficients, are fitted on ܣሺ݅ሻ and ܤሺ݅ሻ, 
respectively. The normalized coefficients ௝ܽ/ maxሺܽ௞ሻ  and 

௝ܾ/ maxሺܾ௞ሻ, where ݆ and ݇ א ሼ0,1,2ሽ, are used as features 
Furthermore, the numbers of intersection points of two aligned 
shapes are also included as features. Figs. 8(a) and 8(b) depict 
the intersection points of the same leg and different legs 
respectively. 

In total 30 features, including 11 partial sums from aligned 
left boundaries (Eqs. 1-2), 11 partial sums from aligned right 
boundaries (Eqs. 3-4), 2 numbers of intersection points and 6 
polynomial coefficients are obtained from two aligned shapes. 
The first 24 features are normalized to zero and one through a 
training database and the rest are used directly. Feature 
selection based on the mutual information proposed by Peng et 
al. [14] is performed. Three classification methods, support 
vector machines (SVM), neural network (NN) and decision 
tree (DT) are employed to validate the selected features and 
for the final evaluation.  
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(b) 

Fig. 8. Intersection points on the aligned leg shapes and (a) shapes from the 
same leg and (b) shapes from different legs. 

IV. EXPERIMENTAL RESULTS 

The lower leg shapes in the probe set were matched with 
those in the gallery set. A dataset of 1,138 images from 283 
legs was collected. There were 575 images in the probe set and 
563 images in the gallery set. Each leg shape was sampled to 
256 points. To each pair of images, one from the probe set and 
the other from the gallery set, we applied the algorithm 
elaborated in Section III and obtained 323,725 (563×575) 
feature vectors. For the sake of training, 2-fold cross 
validation was applied to the probe set and the gallery set. In 
the first fold, 287 images in the probe set and 283 images in 
the gallery set were used for training; the rest were used for 
testing. In the second fold, the same 287 images in the probe 
set and the same 283 images in the gallery set were used for 
testing; the rest were used for training.  

For SVM, a radial basis function was used as a kernel and 
the gamma value was set to 0.07. For NN, a feedforward 
network was used and the number of hidden neurons was ten. 
For DT, default parameters in Matlab were used, except for 
the parameter, minleaf, which was set to 30. Because the 
positive (genuine) and negative (imposter) training data are 
very imbalanced, sampling was performed. In the first 
(second) fold, we selected 574 (571) genuine feature vectors 
from the 287 (288) images as positive training data and 
randomly selected 574 (571) imposter feature vectors as 
negative training data. Note that most of the legs have four 
images in our database and therefore we can have more than 
500 genuine feature vectors in one fold. The training data was 
further split into two parts. One is for selecting features and 
the other is for validating the selected features. 10 fold-cross 
validation was used in this feature selection process. Table II 
summarizes the selected features for different classifiers. All 
most all the polynomial coefficients and the numbers of 
intersection points were selected. The entire training set and 
the selected features were used to train the classifiers for final 
evaluation.  

TABLE II.  A SUMMARY OF THE SELECTED FEATURES  

SVM NN DT

Training data fold 1 fold 2 fold 1 fold 2 fold 1 fold 2
Partial sum of squared 
difference Eq. 1-Eq.4 (total 22)

20 22 16 16 15 12 

Polynomial coefficients 
(Total 6) 

6 6 6 6 6 5 

Number of intersection points 
(Total 2) 

2 2 2 2 2 2 



The trained classifiers were applied to the testing data. Each 
classifier gives a similarity value to each testing datum and it is 
used to plot cumulative match characteristic (CMC) curves 
given in Fig. 9. The corresponding rank-1, rank-10 and rank-20 
accuracies are given in Table III. The rank-1 accuracies given 
by SVM and NN are over 40% and their rank-20 accuracies are 
over 80%. Although the testing databases in the two folds were 
formed by around 140 different legs, this performance is out of 
our expectation because we feel that leg shapes of different 
persons are similar. The experimental results indicate clearly 
that lower leg geometry is an effective soft biometric trait.  

 
Fig. 9 Cumulative match characteristic curves 

TABLE III.  A SUMMARY OF THE EXPERIMENTAL RESULTS 

Classifier Rank-one 
accuracy 

Rank-10 
accuracy 

Rank-20 
accuracy 

SVM 47.13% 75.65% 82.26% 
NN 44.52% 74.96% 82.61% 
DT 3.83% 33.22% 65.04% 

 

V. CONCLUSION 

Identifying masked criminals in digital images is a 
challenging task. Even though tattoos, skin marks, androgenic 
hair patterns and blood vessels hidden in color images have 
been considered, they have different weaknesses. Tattoos are 
not always available. Skin marks and blood vessels require 
high resolution images. Androgenic hair patterns are suitable 
for low resolution images. However, their performance is still 
far from perfect. Currently, forensic agents use a number of 
soft biometric traits, e.g., height, weight, races and genders in 
investigation. However, body shape is ignored. Lower legs are 
selected for this study because they are often observable in 
evidence images (e.g., violent protesters). A feature set 
comprised of the partial sum, the polynomial coefficients and 
the number of intersection points of aligned leg shapes and 
three classification methods are used in this evaluation. The 
experimental results indicate that lower leg shapes contain 
quality information as a soft biometric trait. These results 
encourage further study on lower legs and full body geometry 
for forensic investigation.  
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