
Video Moment Retrieval 
Problem, Dataset, and Solution 

Dr. Sun, Aixin 孙爱欣

NTU Singapore 

12 April 2025 1NTU Singapore



(Video, Query, Moment) vs (Document, Question, Answer)

Given an untrimmed video and a text query, Video Moment Retrieval 
(VMR) is to locate a matching span from the video that semantically 
corresponds to the query.
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Span-based Localizing Network for Natural Language Video Localization (Zhang et al., ACL 2020)

VMR is also known as 
temporal sentence 
grounding in videos 
(TSGV), or natural 
language video 
localization (NLVL) 

https://aclanthology.org/2020.acl-main.585/


A High-level Overview 

• A fast-growing area 

• Multidisciplinary 
• ACL, AAAI, MM, CVPR 

…

• Practical impact 
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Hao Zhang et al 2023. Temporal Sentence Grounding in Videos: A Survey and Future Directions. IEEE TPAMI 45, 8 (Aug. 2023)

https://arxiv.org/abs/2201.08071


A General Pipeline for VMR
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A key challenge or limitation: Video is a series of still images 
and the number of frames can be very large.

• A proposal can be considered as 
a candidate answer moment, 
e.g., a video segment sampled 
from the input video. 

• Proposal-free methods predict 
answers directly without the need 
of generating candidate answers.



The Related Tasks: VR vs VMR → VCMR

• VR: retrieve a video from a collection for a  given query based on visual 
content, i.e., video search

• VCMR: retrieve a moment from a collection of movies for a query; a direct 
extension of the VMR (e.g., by adding videos containing no answers)
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Is the VMR Task Reasonable? 

• Input: A video, a query 
• Output: a matching moment
• Training/Evaluation: 

• A few datasets available with 
manual annotation of ground 
truth moments to queries

• Under what application scenario? 
• A user would like to query ONE given video 
• Expect exact (or at most) one answer 
• With a very detailed description of the 

moment
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Is the VMR Task Reasonable? 
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?
• Under what application scenario? 

• A user would like to query ONE given video 
• Expect exact (or at most) one answer 
• With a very detailed description of the moment

• The task is defined by the Data Annotation 
• Annotators watch a video, provide textual descriptions of meaningful video moments in video. 
• Each description serves as the query to retrieve the corresponding moment. 
• A query typically describes one specific moment precisely

• Hidden Assumption: A model trained on these datasets can assume the existence of the 
moment to be searched for, and all queries are from users who possess a good understanding of the 
source video.



To Search for Video Moment in Reality 

• User may not have good knowledge of the source videos to be 
searched for 

• Queries from user may not be a precise description of a moment
• There are likely many videos in a search setting 
• There are likely many moments matching the query with different 

levels of relevance

→Ranked Video Moment Retrieval (RVMR) 
• To retrieve a ranked list of moments matching an imprecise query from a 

collection of videos.
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The TVR-Ranking Dataset 

• The TVR dataset contains video clips from six different TV series
• Created for the VMR task 
• Moments in videos are annotated with precise descriptions 

• The TVR-Ranking dataset Annotation
• Convert the precise moment descriptions to imprecise descriptions (we call 

them moment captions) as queries 
• Annotate level of relevance between query and candidate moments 
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https://www.arxiv.org/abs/2407.06597 

https://www.arxiv.org/abs/2407.06597


TVR-Ranking

• From the 72,842 moment captions, we randomly select
• 500 and 2781 moment captions as queries in validation and test sets 

respectively, for manual annotation. 
• The remaining moment captions are used to construct a pseudo training set
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Evaluation Metric for RVMR: NDCG@K, IoU ≥ μ

• If a predicted moment has lower IoU than µ with any ground truth, 
then it is considered zero relevance 

• If IoU ≥ μ, then the relevance level of the best match is assigned
• NDCG is computed from the ranking 
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Where Are We? 

• We have a well-defined task: ranked video moment retrieval (RVMR)
• We have a manually annotated dataset TVR-Ranking for validation 

and testing 
• We have defined a new evaluation metric NDCG@K, IoU ≥ μ

• The main challenges:
• Moment retrieval is from a large collection of videos 
• Videos can be in different length 
• There are multiple matching moments with different levels of relevance 
• The retrieval needs to be both efficient and effective  
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A Flexible and Scalable Framework for Video Moment Search

• Segment
• Handling videos of 

arbitrary length 
• Proposal 

• Reducing target 
moment candidates 
over efficient dense 
retrieval 

• Ranking 
• Refining proposals and 

computing the 
relevance score 
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https://arxiv.org/abs/2501.05072 

https://arxiv.org/abs/2501.05072


Segment Retrieval

• Offline index for dense 
representations of 
segments 

• Both query and segment 
features are projected to 
the same space 

• Open to advancements in 
both text and video feature 
extraction/projection 
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Moment Refinement and Re-ranking

• Proposal generation 
from retrieved 
segments → Rule-
based 

• Moment refinement and 
re-rank
• Given a proposal and 

query, get the best 
match→ the original 
NLVL task 

• But at a smaller scale: 
answers are limited to 
the small number of 
matching proposals 
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Evaluation Against Baselines 

• SP: Segment and 
Proposal (without 
refinement and re-
ranking)

• SPR: with refinement 
and reranking 

• CLIP vs ReLo: 
different feature 
extractors 
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Scalability Test on TVR-Ranking Validation Dataset

• Adding videos from a different domain C: Charades, and A: ActivityNet 
Captions.

• When number of segments doubled, no much change on the accuracy, 
and search time increase linearly if Flat indexing is used, or sublinearly 
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The Bottleneck of Perfect VMR? 

• Segment retrieval: Speed, and Proposal Quality 
• Proposal: Set an upper bound (UB) for the refinement and re-ranking
• PUB: Practical UB due to the refinement module can only work on 

preset time scales, not a continuous time span
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What do We Aim to Achieve and the Key Challenges? 

• A more practical task 
definition 

• A meaningful annotated 
dataset 

• An efficient and effective 
moment retrieval 

• Video data is limited to 
existing datasets 

• Query data is not directly 
collected from real users 

• Video representation 
remains a key challenge for 
semantic retrieval and 
understanding 
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Thank you!
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https://personal.ntu.edu.sg/axsun/ 

https://personal.ntu.edu.sg/axsun/
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