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Abstract Effective fault tolerance techniques are essential for improving the
reliability of multiprocessor systems. At the same time, fault tolerance must
be achieved at high-speed to meet the real-time constraints of embedded sys-
tems. While parallelism has often been exploited to increase performance, to
the best of our knowledge, there has been no previously reported work on
parallel reconfiguration of mesh-connected processor arrays with faults. This
paper presents two parallel algorithms to accelerate reconfiguration of the
processor arrays. The first algorithm reconfigures a host array in parallel in a
multi-threading manner. The threads in the parallel algorithm executes inde-
pendently within a safe rerouting distance. The second algorithm is based on
divide-and-conquer approach to first generate the leftmost segments in parallel
and then merge the segments in parallel. When compared to the conventional
algorithm, simulation results on a large number of instances confirm that the
proposed algorithms significantly accelerate the reconfiguration without loss
of harvest.
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1 Introduction

As technology advances, hundreds to thousands of processing elements (PEs)
are integrated on a single chip, such as Intel’s terascale processor [1] and
Tilera’s TILE64 processor [2], to process massive amounts of information in
parallel. This has led to significant speedups and power efficiency as the pro-
cessing cores can be clocked at lower frequency while meeting the performance
constraints. However, due to circuit reliability issues, dependability becomes a
major concern in these multi-processor systems. As such fault tolerance have
become an essential component in the design of multi-processor systems in or-
der to mitigate the dependability issues. Many works have been undertaken to
tackle the challenge of dependability and fault tolerance for processor arrays
(e.g. multi-processor systems).

The mesh topology is one of the most common communication infrastruc-
ture for multi-processor system due to its well-controlled electrical parameters
and ease of implementation. The hardware architecture of the direct acyclic
graph (DAG) and the mesh topology are compared in [3] and it was shown
the mesh topology is well-suited for reconfiguration to enable fault tolerance.
Fault-tolerant based reconfiguration is achieved by re-organizing the fault-free
PEs in the processor array to a new mesh topology. Optical circuit switches
have recently been proposed as a low-cost, low-power and high-bandwidth al-
ternative in the design of high-performance chip multiprocessor systems [4–7].
An added advantage of these switches is that they allow for a reconfiguration
of the network topology.

Two types of fault tolerance architectures, namely router-based architec-
ture and switch-based architecture, are frequently investigated for mesh con-
nected processor arrays. Router-based architecture [8–12] consists of network
nodes connected by links in mesh topology. Each network node consists of
a conventional router which is enclosed by topology switches. The topology
switches are used to connect links and routers, which allows different logi-
cal topologies to be configured on top of the same physical architecture. Al-
though, the router-based architecture is easier to reconfigure, it requires a com-
plex router circuit which increases the hardware cost, power consumption and
router faults. Moreover, the routing procedure is usually very time-consuming.

In switch-based architecture [13], single track switches are laid between
neighboring PEs, and the switches are also interconnected with each other.
In this type of architecture, once the connection is set up, data can be trans-
ferred through the connection without any header information; furthermore,
the time delay is negligible since no routing or arbitration is needed. Hence,
switch-based architecture is superior in terms of hardware cost, time delay,
power consumption and probability of router/switch faults. However the chal-
lenge in switch based architecture lies in the design of efficient reconfiguration
algorithms. In this paper, we focus on developing efficient reconfiguration al-
gorithms for the switch-based fault tolerant architecture.

Generally, two distinct approaches, i.e., the redundancy approach and the
degradation approach, have been investigated for switch based fault-tolerant
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architecture. The redundancy approaches tolerates faulty PEs by replacing
them with spare PEs to reconstruct a logical array with required size [14–
16], However, the chip has to be discarded if spare PEs failed in replacing all
faulty ones. In the degradation approach, there is no spare PEs and all PEs are
treated in a uniform way. Therefore, a degradable logical array can be formed
using fault-free PEs from a faulty array under the constraint of the minimum
dimension which is dependent on the requirement of applications. Many effec-
tive approaches for processor array reconfiguration have been proposed under
three different rerouting constraints [18], namely 1) row and column bypass, 2)
row bypass and column rerouting, and 3) row and column rerouting elements.
They have shown that most problems that arise under these constraints are
NP-complete and they also proposed some heuristic reconfiguration algorithms
for these problems. An optimal algorithm named GCR was proposed in [19] to
find a maximal logical array (MLA) that contains a set of the selected rows.
The techniques which perform row-exclusion and compensation were proposed
in [20]. A heuristic algorithm is formulated by combining the techniques with
GCR to generate an approximate MLA. Recently, a dynamic programming
approach was introduced for reducing power dissipation of a logical array in
[21] by reducing the number of long-interconnects. In [22], reconfiguration un-
der both row and column re-routing schemes are investigated to maximize the
logical target array using 4-port switches. In [23], a genetic algorithm for the
reconfiguration of degradable mesh arrays is presented for constructing logi-
cal rows/columns. A strategy based rerouting scheme is proposed to reroute
the inter-connections of fault-free PEs in both row and column directions. In
[24], novel techniques are presented to accelerate reconfiguration by employing
flexible upper bound and lower bound for MLA. In [25,26], the reconfigura-
tion algorithms are proposed for three-dimensional processor array. Methods
that use different tracks and switches to increase harvest on the reconfigurable
processor arrays are reported in [15,17,28–30]. Other approaches for faulty
processor diagnoses, such as software based self-testing, functional based test-
ing and structural scan-based testing are found in [31–36].

The reconfiguration time is one of the important criteria in real-time sys-
tems, as fatal error may occur if the deadline is missed as a result of recon-
figuration. This motivates us to develop fast reconfiguration algorithms by
exploiting parallelism.. In this paper, we propose two parallel algorithms to
accelerate a traditional but frequently used algorithm, named GCR. The first
one reconfigures a host array in parallel using the multi-threading approach,
where each thread tries to form a logical column independently. These threads
execute within a safe routing distance to avoid routing errors, resulting in a
logical array with same size as produced by GCR. The second algorithm con-
structs a logical array in parallel based on divide-and-conquer approach. It
constructs single logical column by generating its leftmost segments in paral-
lel, and then it merges them in parallel. Each logical column is constructed
one by one from left to right on the host array. To the best of our knowledge,
this paper is the first contribution on parallel techniques for reconfiguration
of degradable processor arrays.
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Fig. 1 Fault tolerant architecture and reconfiguration schemes

The rest of the paper is organized as follows. In section 2, we provide
the important notations that will be used throughout the paper. We will also
discuss the fault-tolerant architecture and provide a brief retrospection for the
previous work. In section 3, we describe our multi-threading algorithm and
in section 4, we present the divide-and-conquer algorithm. Simulation results
and analysis are shown and discussed in Section 5. Finally, we conclude our
work in section 6.

2 Preliminaries

2.1 Fault Tolerant Architecture and Reconfiguration Schemes

Let H indicate the physical (host) array where some of the PEs are defective.
Assume the fault density of the physical array is ρ, then there are N = (1 −
ρ) ·m · n fault-free PEs in a m× n physical array. A subarray constructed by
changing the states of the switches is called logical/target array, denoted as T
in this paper. There is no faulty PE in a logical array. The row (column) in
physical array is called physical row (column), and the row (column) in logical
array is called logical row (column).

Fig. 1 shows a 4 × 4 host array. In this fault-tolerant architecture, adja-
cent PEs are connected by links with four-port switches. The fault-tolerant
reconfiguration is achieved by inserting several switches in the network, which
allows the network to dynamically change the interconnections among PEs.
Each square box in the host array represents a PE, whereas each circle rep-
resents a configuration switch. In this paper, the shaded boxes in the figures
represent faulty PEs while unshaded ones represent fault-free PEs. As shown
in Fig. 1, there are 4 states for each switch. Throughout this paper, ei,j(e

′
i,j)

indicates the PE located at the position of (i, j) of the host (logical) array,
where i is its row index and j is its column index. row(u) (col(u)) denotes the
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physical row (physical column) index of the PE u. u = v indicates that u is
identical to v.

In a target array, any two neighboring PEs are interconnected through a
group of physical links, and these physical links form a interconnection path
between the two PEs. Since this architecture implements fault tolerance using
simple switches, overlap of physical links is not allowed between any two in-
terconnection paths, i.e., no physical link is shared by any two interconnection
paths of a feasible target array. In order to generate target arrays without
overlaps, two software control schemes, i.e., bypass and rerouting schemes, are
utilized to guide reconfiguration algorithms. In particular, row bypass and col-
umn rerouting schemes are mostly employed in previous works. As shown in
Fig. 1, if PE ei,j is faulty, then PE ei,j−1 can communicate with PE ei,j+1 and
the data will bypass ei,j through an internal bypass link. This scheme is called
row bypass scheme. In column rerouting scheme, PE ei,j can connect to ei+1,j′

by changing states of relative switches (i.e., s1, s2 and s3) where |j − j′| ≤ d
and d is called the compensation distance [18–20]. If d is limited to 1, then
the PE ei,j can connect to any one of the three PEs, i.e., ei+1,j−1, ei+1,j or
ei+1,j+1, to form a logical column. The three PEs are called neighbors of ei,j .
Column rerouting scheme allows two non-faulty elements that are located in
different physical columns to form a logical column. In order to reduce the
complexity of the switching mechanisms and keep the cost of physical imple-
mentation low, it is necessary to maintain a small d. As same as most previous
research works [19–21,23,24], d is also limited to 1 in this paper. Column by-
pass and row rerouting schemes can be similarly defined. With the bypass
and rerouting schemes described above, a logical array can be formed from a
host array by changing the states of the switches. In this paper, we study the
degradable reconfiguration problem under the constraints of row bypass and
column rerouting.

2.2 Problem Description and Previous Work

Problem R. Given an m× n mesh-connected host array with faults, find a
maximum target array that contains the selected rows under the row bypass
and column rerouting scheme.

Let R0, R1, . . . , Rm−1 be the rows of the given host array. Assume Rr0 , Rr1 ,
. . ., R′

rs−1
are the selected rows to construct a target array, where 0≤ s ≤ m.

Logical columns can be constructed under column rerouting scheme on the
selected rows. These logical columns can be interconnected under the row
bypass scheme to form a target array. A logical array T is said to contain Rr0 ,
Rr1 , . . ., Rrs−1 if each logical column in T contains exact one fault-free PE from
each of the selected rows. On the other hand, if a physical row is not selected
for inclusion into target array, all PEs in the row will be bypassed under row
bypass scheme. This additional constraint on the selected rows simplifies the
general reconfiguration problem, as each selected row must contribute one and
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only one PE to each logical column in this case. It has been proved that the
problemR is not of NP-hard, and it is optimally solved by an algorithm named
GCR (Greedy Column Rerouting) [19,20], meaning that GCR can produce
maximum target array with selected rows. All operations in GCR are carried
out on the adjacent neighbor sets of each fault-free PE ei,j in the row Ri. The
set is defined as Adj(ei,j)={ei+1,t : ei+1,t is unused fault-free PE and |j−t| ≤ 1
}. Adj(e) consists of PEs in the next selected row and they can directly connect
to e. The PEs in Adj(e) are ordered in increasing columns index. The PE with
the minimum column index in Adj(e) is called the leftmost connectable PE
for e.

Algorithm GCR constructs logical columns one by one in the left-to-right
manner. Each logical column is constructed in the top-to-down manner. With-
out loss of generality, we assume that Rr0 , Rr1 , . . . , Rrs−1 (0 ≤ s ≤ m) are the
selected rows to construct the logical array. GCR starts by selecting the left-
most fault-free PE, say u, of the row Rr0 for inclusion into a logical column.
Next, the leftmost PE, say v, in Adj(u) will be connected to u. The process
is repeated as follows: in each step, GCR tries to connect the current PE v
to the leftmost PE which has not been previously examined in Adj(v). If the
connection is not made, then a logical column containing the current PE v can-
not be formed. This leads to backtracking to the previous PE, say w, which
was connected to v. The connection of w to the leftmost PE of Adj(w) − v
that has not been examined previously can now be attempted. The process
will be repeated until either 1) a PE v in the row Rrs−1 is connected to a PE
in previous row Rrs−2 or 2) GCR backtracks to the PE u in the row Rr0 . A
single logical column is produced by GCR in each iteration. For the detailed
description of GCR, see [20].

Algorithm GCR consists of two types of routing steps, routing-forth and
backtrack, which are defined as follows,

1. Routing-forth: for current routing PE u, if |Adj(u)| > 0, a fault-free PE v
can be found in Adj(u) such that u can directly connect to v. In this case,
the routing result for current routing PE u is called routing-forth, as shown
in Fig. 2(a), where |Adj(u)| = 1.

2. Backtrack : for current routing PE u, if |Adj(u)| = 0, then current routing
PE cannot find a fault-free PE in Adj(u) to connect, and thus the algo-
rithm has to backtrack to the previous position p. In this case, the routing
result for current routing PE v is called backtrack. As shown in Fig. 2(b),
|Adj(u)| = 0 because the PE v has been used for forming the previous
logical column. Thus, the algorithm backtracks to PE p.

3 Parallel Reconfiguration Based on Multithread

In this section, we present our parallel algorithm PRM. It reconfigures the
host array based on a multi-threading approach. Initially, we introduce some
definitions to aid the understanding of the parallel algorithm. We define the
process to construct a logical column staring with PE er0,j , for 0 ≤ j < n, as
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Fig. 2 Two types of routing steps.
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Fig. 3 Example of routing dependence.

a rerouting task denoted as tj . Then, the algorithm GCR is comprised of n
tasks, i.e., t1, t2, ..., tn, and the n tasks are handled one by one serially.

Let Sj be the logical column constructed by task tj . During the parallel
reconfiguration process, Sj might be a partial logical column. The PE with
largest row index in column Sj is called the current routing PE of column Sj .
In algorithm GCR, when processing task tj , each Si for 0 ≤ i < j is either a
complete column or a empty column.

Given two fault-free PEs v ∈ Sa and p ∈ Sb such that a < b and row(v) =
row(p). If Adj(v)∩Adj(p) ̸= ϕ, then p’s routing result depends on v’s routing
result, denoted as v ≻ p. We call this dependence as routing dependence.
As shown in Fig. 3, PE v and p belong to different physical columns, and
Adj(v) ∩ Adj(p) ̸= ϕ, thus v ≻ p. The routing dependence indicates that
v should routes before p. Otherwise, p’s routing result will occupy a PE in
Adj(v) ∩ Adj(p), which may results in backtracking on v. This may decreas
the total number of logical columns, leading to loss in harvest.

In the parallel algorithm, the n tasks are executed in parallel by n threads.
Hence, a task tb can start before its prior task ta (a < b) is completed. The
routing dependence between PEs results in relative threads dependence, which
is defined as follows.

Let threads Ta and Tb (a < b) construct columns Sa and Sb, respectively.
Assume v ∈ Sa, p ∈ Sb and v ≻ p. Then Tb depends on Ta, denoted as Ta ≻ Tb

or dep(Tb) = Ta. Ta is called the dependence thread of Tb.

In the parallel reconfiguration process, a thread, say Tb, must monitor
its dependence thread, say Ta, to prevent incorrect routing due to threads
dependence. Assume thread Ta is routing in the i-th selected row and thread
Tb is routing in the i′-th selected row. The routing distance rd between Ta and
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Tb is calculated by i − i′. Routing under the condition rd < 1 may lead to
incorrect routing between two threads with dependence relationship. In order
to avoid incorrect routing, thread Tb must keep a routing distance no less than
1 with its dependence thread dep(Tb) (see lemma 1). This can be implemented
using a conservative distance cd = 3 as follows.

– If routing distance rd between Ta and Tb is no less than 3, then Tb routes
in the same way as GCR does.

– If routing distance rd between Ta and Tb is less than 3, then thread Tb

unmarks its current routing PE, say v, and backtracks to the prior PE
pre(v).

In this way, the routing distance rd is no less than 1 during the parallel com-
putation. Before starting to route, thread Tb must waits for Ta to perform a
few routing steps first. During these steps, thread Tb is idle and we call this an
empty step. Therefore, the parallel algorithm PRM consists of routing steps
including routing-forth, backtrack and empty step.

The algorithm PRM is formed as follows. All tasks, i.e., t0, t1, ..., tn−1, are
regarded as n threads that will be executed in parallel. Each thread, say Ti,
must monitors its dependence thread Tj (0 < j < i), and routes based on the
routing distance. If the dependence thread dep(Ti) terminates, Ti finds a new
monitor target until no active thread exists in {T0, T1, · · · , Ti−1}.

A thread, say Tb, may terminates under 2 conditions: (1) Tb successfully
forms a logical column, (2) thread Tb is routing on row Er0 and needs to per-
form a backtrack step even if rd ≥ cd = 3. Note that, performing a backtrack
step from row Er0 due to thread dependence will not lead to the termination
of the thread. The algorithm terminates when all threads have completed the
routing process. The pseudo-code of the PRM is as follows.

We present following lemma and theorem to prove that PRM and GCR
can produce the same logical array.

Lemma 1. For two dependence threads, if the routing distance between
them is no less than 1 in their parallel processing, the two threads do not affect
each other and can route correctly in parallel.

Proof: For two threads Ti and Tj , assume i < j and Ti ≻ Tj . Let u and v be
the current PE routing in Ti and Tj , respectively. Thus row(u)− row(v) ≥ 1.
In the next routing step, when both threads perform route-forth or backtrack,
Ti will not route to a PE in Adj(v) from its current PE u. Also, Tj will not
route to a PE in Adj(u) from its current PE v. This implies that Ti and Tj

do not affect each other in the next routing step. If routing distance between
Ti and Tj is no less than 1 in their parallel processing, the logical columns
generated by Ti and Tj are identical to the ones produced by GCR. In other
words, Ti and Tj can execute independently to produce logical columns. This
concludes the lemma.

Theorem 1. Algorithm PRM produces the same target array as algo-
rithm GCR does.

Proof: It is noteworthy that, in PRM, all tasks t0, t1, ..., tn−1, are exe-
cuted in parallel in the presence of thread dependences. We prove that both
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Algorithm 1: PRM(H, r0, r1, ..., rs−1, n)

Input: host array H of m×n; index of selected rows: r0, r1, . . . , rs−1; number of
threads n.

Output: Target array T .
begin
for each processor i in {0, 1, ..., s− 1} parallel do

Ei ← set of fault-free elements in Rri ; /* initialization in parallel */
for each u ∈ Ei do

pre(u)← null;

for each processor i in {0, 1, ..., s− 1} parallel do
for each u ∈ Ei do
Adj(u)← {v : v ∈ Eri+1 , |col(u)− col(v)| ≤ 1}; /* initialize Adj(u) */

for each processor i in {1,2,..., n-1} parallel do
myid← get processor id; dep(myid)← myid− 1; /* initialize dep(i) */

/* construct logical columns in parallel */
while threads n-1 is not finished do

for each active thread i in {0, 1, ..., n-1} parallel do
PARA Route(Adj, pre, dep); /* perform a routing step in parallel */
synchronization;

end

Procedure: PARA Route(Adj, pre, dep)

begin
myid← get processor id;
if thread dep(myid) is finished then

dep(myid)← active thread of biggest id in {1,2,...,myid-1}
if failed in find a valid dep(myid) then

dep(myid)←null;

e0 ← current routing PE in thread dep(myid);
cur ← current routing PE in thread myid
if row(e0)− row(cur) ≥ 3 then

if |Adj(cur)| > 0 then
q ← leftmost PE in Adj(cur); pre(q)← cur; cur ← q; mark q as used;

else
if cur /∈ Er0 then cur ← pre(cur); else Smyid ← Null; end thread; end

if v ∈ Ers−1 then Return column Smyid; end thread; end

else
unmarke cur; cur ← pred(cur); /* backtrack caused by thread dependence */

end

algorithms produces same target array based on the fact that threads within
dependence relationship do not impact each other during the generation of
logical columns.

It is evident that thread T0 produces the same logical column as GCR,
because T0 does not depend on any other thread.

Assume that routing results of tasks t0, t1, ..., ti−1 by threads T0, T1, ..., Ti−1

are the same as routing results of tasks t0, t1, ..., ti−1 by GCR. Also, assume
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that Ti monitors Tk ∈ {T0, T1, ..., Ti−1}, i.e., Tk ≻ Ti, we will prove that Tk

and Ti do not impact each other despite of dependence constraints.

Let ei and ek be the current PEs routing in threads Ti and Tk. There are
two possible scenarios:

1. No backtracking occurs in Tk: in this case, row(ek)−row(ei) ≥ 3 is satisfied
during the parallel execution.

2. Backtracking occurs in Tk: 1⃝ if routing distance is no less than 3, then Tk

will backtracks and Ti will route-forth, thus row(ek) − row(ei) ≥ 1 after
one routing step. 2⃝ If routing distance is less than 3, thread Tk backtracks
and thread Ti also backtracks due to thread dependence, and the routing
distance is kept unchanged. In addition, Ti will removes the used-marker
from current routing PE before backtrack.

Therefore, row(ek)−row(ei)≥ 1 is satisfied at during the parallel execution
regardless of whether backtracking occurs or not. Thus, threads Tk and Ti

do not impact each other in column rerouting, see Lemma 1. Therefore, we
conclude that each thread Tj can produce the same result as GCR does in
processing task tj , for 0 ≤ j < n.

We now analyze the time complexity of algorithm PRM. Assume the host
array is of size m × n. In the best case, i.e., no backtracking occurs in any
thread, the routing distance between any two neighboring threads is 3, thus
the accumulated distance among all threads are 3(n − 1). In addition, the
last thread need an extra m routing steps to terminate. Therefore, the time
complexity of the algorithm is bounded by O(m + n). In the worst case, i.e.,
the routing step of backtrack occurs most frequently and no logical column
can be formed, at most three routing steps can be performed on each PE, i.e.,
one routing-forth and two backtrack, thus the time complexity for the worst
case is O(mn).

4 Parallel Reconfiguration Based on Divide-and-Conquer

We now present a parallel reconfiguration algorithm based on divide-and-
conquer, denoted as PRDC in this paper. In this section, a logical column
is regarded as the connection of some partial logical columns, and each par-
tial column is called a column segment (segment in short). Let Ci,j =<
ei, ei+1, · · · , ej >, which indicates a feasible segment from the row Ri to Rj ,
0 ≤ i < j < s, where ek lies in Rk for i ≤ k ≤ j. ei and ej are called start PE
and end PE of Ci,j , respectively.

PRDC involves three procedures, namely Divide, Conquer and Merge.
Initially, the original physical array is divided into some subarrays in proce-
dure Divide. Then, the leftmost column segments are generated in parallel by
PRDC on the corresponding subarrays, and they are merged to form a logical
column. By performing Conquer and Merge alternately, PRDC constructs
logical columns one by one, from left to right, to form a logical array.
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Fig. 4 Merge 8 segments using 4 processors, on a 64× 64 host array.

4.1 Divide and Conquer

Assume that there are p processors labeled as 0, 1, ..., p− 1, respectively. Then
the s rows selected from the original physical array is uniformly divided into p
subarrays, such that each subarray contains about ⌈s/p⌉ rows. Let At,b indicate
a subarray where t and b represent indexes of the top row and the bottom row
of the subarray, respectively. The procedureDivide is implemented in parallel,
such that the index ti of top row and the index bi of bottom row are calculated
by processor i (0 ≤ i < p). For example, a 10×10 host array can be divided into
4 basic subarrays, A0,2, A3,5, A6,7 and A8,9. The algorithm PRDC constructs
a leftmost segment on each basic subarray in the same manner as used in
algorithm GCR.

4.2 Merge

A complete logical column can be obtained by merging all segments con-
structed from the subarrays. Fig. 4 shows an example of parallel merging in
which eight segments are merged using four processors. Each processor receives
two segments and merges them into one larger segment for the subsequent
merging stage.

Assume Ct,m and Cm+1,b are the leftmost segments on subarrays At,m and
Am+1,b. The end PE of Ct,m and the start PE of Cm+1,b are denoted as em
and em+1. Given Ct,m and Cm+1,b, we construct Ct,b by merging Ct,m and
Cm+1,b according to the following routing conditions.

1. If |col(em)− col(em+1)| ≤ 1, i.e., em is able to connect em+1 directly, then
Ct,b can be easily obtained by linking em and em+1. This type of merging
is denoted as Ct,b = Ct,m ⊕ Cm+1,b.
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(a) (b) (c)

Down-rout pathUp-rout pathNon-faulty PEFaulty PE
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Fig. 5 (a) Conquer: construct four column segments in parallel. (b) Merge: construct
C0,3 and C4,7 in parallel by merging. (c) Merge: merge C0,3 and C4,7 to form C0,7.

2. If col(em) − col(em+1) > 1, it implies that PE em lies to the right of PE
em+1. Then, the algorithm routes down starting from PE em in the same
manner as used in algorithm GCR, and the routing procedure terminates
if it converges with a segment Cm+1,b or arrives at row Rb. The routing
process is called Down rout.

3. If col(em+1)−col(em) > 1, i.e., PE em lies to the left of PE em+1. Then, the
algorithm routes up starting from PE em+1 towards Ct,m until it converges
with a segment Ct,m or arrives at row Rt. The routing process is called
Up rout. It constructs a leftmost segment in the manner of down-to-up,
instead of top-to-down as used in GCR.

The algorithm terminates if the current logical column violates the physical
boundary of host array H. for more details, see the pseudo-code of PRDC.

Fig. 5 shows an example of constructing a logical column by performing
Conquer and Merge. As shown in Fig. 5(a), four leftmost segments, i.e.,
C0,1, C2,3, C4,5 and C6,7, are produced in parallel by procedure Conquer on
4 subarrays. As shown in Fig. 5(b), C0,1 and C2,3 are to be merged into one
larger segment by procedure Merge. Since the end PE e1,1 in C0,1 cannot
directly connect to the start PE e2,3 in C2,3, and PE e1,1 lies to the left of
PE e2,3, the algorithm performs Up rout starting from PE e2,3 to converge
with C0,1. This process terminates either it successfully converges with C0,1

or it routes upward to row R0 which is the first row for C0,1. The up-routing
paths are illustrated in the figure within the merged segment C0,3. Similar
up-routing is required for C4,7. Fig. 5(c) shows the process of merging C0,3

and C4,7 into C0,7. Since PE e3,3 cannot connect to PE e4,0 directly and PE
e3,3 lies to the right of PE e4,0, the algorithm performs Down rout starting
from PE e3,3 to converge with segment C4,7. The down-routing paths and the
final merged segment C0,7 are illustrated in Fig. 5(c).

It is easy to understand that PRDC produces the same target array as
generated by GCR, because PRDC still constructs the leftmost logical column
but in a parallel way, instead of in sequence way as used in GCR. In addition,
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Algorithm 2: PRDC(H, r0, r1, ..., rs−1, p)

Input: physical array H of m×n; index of selected rows: r0, r1, . . . , rs−1; number of
processors p.

Output: Target array T .
begin
/* Divide: Divide the s selected rows into p subarrays in parallel */
for each processor i in {0, 1, ..., p− 1} parallel do

Q← s/p; M ← s mod p;
if i ≤M then

ti ← i ∗Q+ i; bi ← ti +Q+ 1;

else
ti ← i ∗Q+M + 1; bi ← ti +Q;

while (1) do
/* Conquer: Construct leftmost segment on each subarray in parallel */
for each processor i in {0, 1, ..., p− 1} parallel do

Cti,bi ← Left Most Segment in Ati,bi ;

/* Merge: Merge p segments to form a logical column */
C ← PARA Merge( Cti,bi for 0 ≤ i < p, H);
if C is an invalid column then break; end
T ← T ∪ C;

return T ;
end

Procedure: PARA Merge(Cti,bi for 0 ≤ i < p, H) /* Merge p segments to

form a complete logical column. */

Input: Original physical array H; Cti,bi (0 ≤ i < p) are segments from p subarrays;
Output: a complete column C0,k−1 merged from p segments
begin
num← p; /* number of segments */
while (num > 1) do

for each processor i in {0, 1, ..., ⌈num/2⌉ − 1} parallel do
/* calculate bounds for the merged segment */
t← t2i; mid← b2i; b← b2i+1;

/* Ct,b is obtained by merging segments Ct,mid and Cmid+1,b. The end PE
of Ct,mid and the start PE of Cmid+1,b are denoted as emid and emid+1.*/
if |col(emid)− col(emid+1)| ≤ 1 then

Ct,b=Ct,mid ⊕ Cmid+1,b.

else
if col(emid) > col(emid+1) then

Ct,b ← Down rout(H, emid, Cmid+1,b); /* merge by
down-route from PE emid */

else
Ct,b ← Up rout(H, emid+1, Ct,mid); /* merge by up-route
from PE emid+1 */

num← ⌈num/2⌉;

return C0,k−1;
end
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PRDC also involves in three types of routing steps, i.e., routing forth, backtrack
and empty step. The empty step occurs in the procedure Merge .

Now we analyze the time complexity of the algorithm PRDC. Assume p
processors are available for parallel reconfiguration, then the original physical
array is divided into p basic subarrays. The Divide procedure runs in O(1),
since the p subarrays are calculated by p processors in parallel. There are
about ⌈s/p⌉ rows in each subarray, thus constructing a segment in procedure
Conquer requiresO(s/p) in the best case (where no backtracking occurs), and
O(sn/p) time in the worst case (where backtracking occurs most frequently).
The procedure Merge runs in O(1) to connect two segments in the best case
(directly merging) and thus takes O(log p) time to merge all segments. For the
worst case, it runs in O(l · n) when merging two segments with lengths of l,
where n is the number of physical columns. The Merge runs in log p times
and its i-th iteration runs in O(li ·n), i.e., O(⌈ s

2i ⌉ ·n). Thus, for the worst case
it takes O(n ·s) time to merge all segments, from

∑⌈log p⌉
i=0

s
2i ≤ 2 ·s. Therefore,

the running time of PRDC is bounded by O(s · n) in the worst case, while it
executes in O(n·s/p) in the best case, from O(1+n ·(s/p+log p)) = O(n ·s/p).

5 Simulation Results and Analysis

Since both parallel algorithms achieve target array with same size as generated
by GCR, we only evaluate the acceleration of the proposed parallel algorithms
over GCR. As discussed before, routing steps are the basic operations for re-
configuration. In this section, we evaluate the two proposed parallel algorithms
PRM and PRDC in terms of routing steps. We have implemented a simulator
in C language to compute the routing steps and executed the parallel algo-
rithms on a large number of randomly generated dataset that is used in [18–26].
The distribution of faults were generated by a uniform random generator, with
fault density from 1% to 10%. In order to make a fair comparison, we keep
the same assumptions as in [18–27]. Faults are only associated with PEs and
communication infrastructure is assumed to be fault free. This assumption is
justified since the switches and links use much less hardware resources when
compared to the processors and are thus less vulnerable to defects.

The number of routing steps required by algorithm GCR is denoted as
G steps. The number of routing steps in the longest thread of algorithms PRM
and PRDC are denoted asM steps andD steps, respectively. The acceleration
of PRM over GCR is calculated as follows.

speedup =
G steps

M steps
× 100%

The acceleration of algorithm PRDC over GCR can be similarly calculated.
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Table 1 Performance evaluation of PRM on host arrays, from 32×32 to 128×128, averaged
over 40 random instances.

Host array
ProcNum

Acceleration
size fault density G steps M steps speedup

32×32
1%

32
971 107 9.0

5% 920 136 6.7
10% 874 168 5.2

64×64
1%

64
3960 253 15.6

5% 3794 355 10.7
10% 3612 441 8.2

128×128
1%

128
16256 381 42.67

5% 15413 892 17.28
10% 14460 1047 13.81
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Fig. 6 Effects of fault density and array size on acceleration of PRDC, averaged over 40
random instances.

5.1 Performance Evaluation of PRM

The comparisons between PRM and GCR are presented in table 1. Data are
collected on host arrays with sizes ranging from 32×32 to 128×128 and fault
density ranging from 1% to 10%. In general, PRM significantly accelerates
its serial counterpart. For the case of a 64 × 64 host array with fault density
1%, G steps is 3950 and M steps is 379, thus resulting in the speedup of 10.43
over GCR. In addition, the acceleration is more significant on large host arrays
than on the smaller ones. It can also be observed that the speedup is more
significant on less defective host arrays than on arrays with large number of
defects, and this will be discussed later.

Fig. 6(a) shows the impact of fault density on the acceleration of algorithm
PRM. Simulation results are collected on host arrays of 64×64 with fault den-
sity from 1% to 10%, and each case is averaged over 40 random instances. The
value of G steps tends to decrease with increasing fault density, while M steps
increases with the increasing fault density. This is because GCR only exam-
ines fault-free PEs while the increasing fault density decreases the number of
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Table 2 Performance evaluation of PRDC on host arrays, from 64 × 64 to 256 × 256,
averaged over 40 random instances.

Host array
ProcNum

Acceleration
size fault density G steps D steps speedup

64×64
1%

32
3950 379 10.43

5% 3764 440 8.56
10% 3542 497 7.12

128×128
1%

64
16212 945 17.15

5% 15322 1233 12.43
10% 14680 1408 10.42

256×256
1%

128
64614 2374 27.22

5% 61731 3340 18.49
10% 59204 3855 15.36

nonfaulty PEs, which leads to the reduction in routing steps. For M steps, the
increasing fault density reduces the chance for a thread, say Ti, to construct a
complete logical column. This leads to an increase in backtracking and rerout-
ing steps of the thread Ti and other threads depending on Ti. Therefore, the
value of M steps increases with increasing fault density. In addition, speedup
decreases with increasing fault density because the G steps decreases while
M steps increases.

Fig. 6(b) illustrates the impact of increasing array sizes on the acceleration
of algorithm PRM. Simulation results are collected on host arrays with size
ranging from 8×8 to 64×64. The fault density is set to be 1% and each case is
averaged over 40 random instances. It is easy to understand that the number
of routing steps in both GCR and PRDC increases when the size of host array
scales up. This is due to the fact that, the total number of PEs increases with
increasing array size. In Fig. 6(b), speedup grows rapidly when the size of the
host array increases as more threads are able to run in parallel.

5.2 Performance Evaluation of PRDC

Table 2 shows the performance comparison between PRDC and GCR in terms
of speedup, on physical arrays with size ranging from 64 × 64 to 256 × 256
and fault densities ranging from 1% to 10%. Each host array with size of
m × n is divided into ⌈m/2⌉ basic sub-arrays for our simulation, and ⌈m/2⌉
processors are employed for parallel reconfiguration. Each value in the table
is averaged over 40 instances. In general, PRDC significantly accelerates its
serial counterpart, i.e., algorithm GCR, which can be seen from the values of
speedup in the table. For example, for the 256 × 256 host array with fault
density 1%, algorithm PRDC achieves as much as 27 times acceleration. The
value of speedup decreases with the increasing fault density. On host arrays
with size of 128 × 128, the values of speedup are 17.15, 12.43 and 10.42 for
fault densities 1%, 5% and 10%, respectively. This is due to the fact that, the
increasing fault density makes it more difficult to merge two segments. In other
words, operation Up rout and Down rout perform more routing steps to
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Fig. 7 Acceleration of PRDC over GCR on host arrays of 128×128 using different number
of processors

merge two segments when fault density is large. In addition, the speedup tends
to increase with increasing array size. For example, on host arrays with fault
density 1%, the values of speedup are 10.43, 17.15 and 27.22 on host arrays
with size of 64 × 64, 128 × 128 and 256 × 256, respectively. This is because,
with the increasing size of host array, more subarrays could be obtained by
dividing the original host array, which allows for more processors to be used
for parallel reconfiguration.

Next,we examine the scalability of the parallel algorithms by varying the
number of processors utilized in parallel reconfiguration. ProcNum indicates
how many basic subarrays the original host array are divided into, as well as
how many processors are utilized in parallel processing. In Fig. 7, simulation
are conducted on host arrays with size of 128 × 128 and fault density of 5%.
ProcNum is set to 1, 2, 4, 8, 16, 32 and 64, respectively. Each value illustrated
in the figure is averaged over 40 instances. The acceleration increases with the
increasing ProcNum. For example, the speedup increases from 1.99 to 15.31
when ProcNum increases from 2 to 64. This is because original host array
is divided into more sub-arrays and this enables more processors to perform
parallel computations to accelerate GCR.

6 Conclusions

We have presented two novel parallel algorithms to accelerate a conventional
but widely used algorithm GCR for the reconfiguration of processor arrays.
The first algorithm can implement the reconfiguration in parallel using multi-
threading approach. Each thread is able to generate a logical column, and the
multithreads execute within a safe rerouting distance, thus avoiding routing
errors. The second algorithm consists of three procedures, Divide, Conquer
and Merge. Divide and Conquer are used to split the host array into a
number of subarrays and leftmost segments are generated on each subarray.
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Next, the Merge connects these segments from separate sub-arrays to form
logical columns. Both parallel algorithms can produce logical arrays with the
same size as produced by GCR. We also provide simulation results on host
arrays with different size. The first algorithm can achieve a speedup of up to
42 times on 128×128 host arrays. Notable accelerations are also demonstrated
by the second algorithm.
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