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Abstract—This paper describes motivation and hardware 
architecture for resizing input image frames from the camera 
in order to support real-time scale-invariant object 
recognition. Conventional implementation of object detection 
algorithms such as histogram of oriented gradients (HOG) 
based feature extraction, face detection using Haar classifiers 
often perform image resizing during the object recognition 
process. Our investigation reveals that this incurs significant 
performance overhead due to frequent memory accesses that 
are required for image resizing. This has motivated our 
approach to perform online resizing – simultaneously resizing 
of the input image when it is loaded into frame buffer memory 
– prior to the object recognition process. We propose a 
hardware architecture to accelerate image resizing and 
describe a hybrid processor-accelerator platform to generate 
different sizes of an image in real-time for object recognition. 

Keywords- Image processing; Image resize; FPGA; Haar 
classifier; HOG feature  

I.  INTRODUCTION  

Innovative ideas in computer vision have made 
significant contribution in various application domains. Be 
it automotive [1], assembly line production, smart rooms [2] 
and other consumer electronic devices. In automotive 
domain, smart cars of today warn the drivers of sudden 
lane-departing event. The medical imaging equipment 
using vision-based techniques reduce human errors and 
offer better health care [3]. 

A majority of such algorithms rely on scale space theory 
of signals in which the input signal is convolved with 
Gaussian kernels of varying width [4]. A scale space 
provides in-depth analysis of an unknown external signal. 
The developed algorithm then searches and extracts useful 
features at different scales of the image making the overall 
feature set more robust for further processing. To reduce the 
execution time, one possibility is to use pre-downscaled 
version of an image, but then it will affect the accuracy of 
the algorithm. Many vision processing algorithms extract 
useful features from a given image for tracking or pattern 
matching by doing scale space analysis of 2D signal. 

However, a subset of computer vision algorithms only 
require downscaled versions of the image instead of the 
complete scale space. Two well-known vision algorithms 
are Haar features based classifier for face detection [5] and 
feature vectors defined using HOG for detecting pedestrians 
[6]. Both algorithms are compute-intensive and operate 
iteratively on the downscaled versions of an image. Prior 
research work proposes implementation of complete 
algorithm as dedicated hardware in FPGA to achieve 

real-time performance. While those approaches provide the 
highest possible performance, flexibility and software 
programmability aspects are often compromised. With the 
advent of SoC FPGA, which features integrated Cortex-A9 
dual-core processor from ARM operating from 800 MHz to 
1 GHz and reconfigurable logic on the same silicon, we 
propose a hybrid solution with which only a carefully 
selected part of the algorithm is implemented in hardware 
while the rest remains as software; hence well-maintaining 
the software programmability and achieving real-time 
performance. 

In order to emphasize on the flexibility of overall 
architecture level design on hybrid embedded platforms, 
which consists of a processor and reconfigurable logic, we 
propose a new approach in this paper. The rest of this paper 
is organized as follows: we review related work in Section 
II followed by Section III, which sheds light on savings of 
processor clock cycles offered by the bespoke design. 
Section IV describes the overall system-level design and 
Section V provides conclusions and future work. 

II. RELATED WORK 

This section describes evolution of the various 
architecture-level designs and their needs in particular, as 
thought of, in present scenario. 

A. HOG Feature Set and Haar Classifiers 

The purpose of feature vector in image processing and 
computer vision is to define a set of properties to represent 
an image. Such features include corners, edges, blobs, 
texture information etc. They can be defined globally or in 
a local neighborhood using block and cell based 
approaches. Image pyramid [7] accentuates the features 
present in an image and thus facilitates fast and accurate 
post-processing. However, the pyramid creation process is 
highly computation- and memory-intensive. Till recently, 
object detection algorithms (e.g. HOG and Haar classifiers) 
attempt to provide alternate methods using trained 
parameter values to generate robust feature sets thus 
avoiding the need to create an image pyramid. 

The work in [6] formulates an alternative feature set by 
constructing histograms of oriented gradients so as to get 
better performance compared to that of image pyramid 
approach. Oriented histograms as feature vectors outdo the 
various edge and gradient descriptors.  This also reduces 
the computational complexity. Similarly, Haar based 
classifiers as proposed in [5] are used for face detection  
instead of the image pyramid approach without degrading 
the detection ratio while reducing the computational 



complexity drastically. However, it is noteworthy to 
mention that former uses SVM, while the later uses 
AdaBoost to obtain trained parameters for detecting a 
certain object class and avoid the pyramid creation process. 
This approach has been adopted in many computer vision 
applications to detect specific class of objects like 
pedestrians, automobiles, airplanes, animals etc.  

B. Existing Hardware for Object Detection 

A significant amount of prior work related to the 
aforementioned object detection algorithms focuses on 
dedicated hardware design of the complete algorithm. The 
work in [8] suggests a deeply pipelined and parallel design 
implemented on FPGA. Apparently numerous 
implementations of using HOG for pedestrian detection 
and feature extraction [8, 9, 10, 11], and Haar classifiers 
for face detection [12, 13, 14, 15], have been proposed. 
However, most of them suggest dedicated architectures and 
fail to embrace software programmability and flexibility of 
conventional processor. While the dedicated architectures 
could achieve the highest possible performance, one major 
drawback is that any change in the algorithm may often 
necessitate redesign of the dedicated hardware. 

 The survey undertaken in [16] compares the prevalent 
role played by FPGAs and SIMD processors in image 
processing tasks, highlighting the usefulness of a single 
hybrid platform comprising FPGA and processor. The 
leading FPGA vendors – Xilinx and Altera now provide 
SoC FPGA featuring integrated on-chip dual-core 
Cortex-A9 processor from ARM. This has motivated us to 
make use of the available on-chip resources thus exploiting 
both software and hardware programmability. 

C. Real-Time Image Resizing 

Both of the above-discussed algorithms meant for 
object detection or face detection utilize the rescaling of the 
input image frame in order to remain scale-invariant. This 
avoids the image convolution with several Gaussian 
kernels. The feature window then searches for the 
corresponding object in all scales of the image. The 
previous work in this domain includes ideas for 
implementing various resizing and rotation techniques [17] 
and other modifications like adaptive interpolation [18] 
and extended linear interpolation [19]  to provide smooth 
and efficient rescaling operations. 

However, the face/object detection algorithms provide 
sufficient hit rate by using simple interpolation methods, 
for example, nearest neighbor for Haar classifier and bi-
linear interpolation for HOG. We focus to implement 
image resizing for real-time input image frames (streaming 
video) by creating all scaled versions of the image in 
parallel. We envisaged the frame buffer based 
implementation with which the input image from the 
camera is first loaded into external memory and object 
detection algorithms processed the image stored in the 
memory subsequently. We consider image resizing 
operation incorporating bi-linear interpolation in our 
proposed design. 

1) Bi-Linear Interpolation: This is the default 
interpolation scheme used in ‘cvResize()’ function of 
OpenCV library to resize an image for a particular scale 
factor. For the object detection approach using trained 
parameter values, this scheme meets the accuracy 
requirement with simplicity. The effects pointed out in [19] 
do not significantly affect the hit rate of the algorithm.  

 
Figure 1. Bi-linear Interpolation 

 
To calculate the value of an interpolated pixel, input pixel 
values in consecutive rows from the image are required. 
The two consecutive rows, so used, must be separated by 
certain number of rows, which is equivalent to the factor 
by which the dimensions of destination image differs from 
the source. If ‘src’ is the source image array, ‘dst’ is the 
destination array, ‘W’ corresponds to the width of the 
source image, ‘H’ is the height of the source image and the 
image data is scanned progressively using the ‘index’  
pointer. Fig. 2 represents the pseudo code for the 
interpolation process as shown in Fig. 1.  

1 ImageResize(src, dst, W, H) 
2  
3 w = dstImg_width 
4 h = dstImg_height 
5  
6 factor = W/w 
7 pixel  = 0 
8  
9 for i = 1 to h 
10  for j = 1 to w 
11   do 
12    x      = FLOOR(factor * j) 
13    y      = FLOOR(factor * i) 
14    x_diff = (factor * j) – x 
15    y_diff = (factor * i) – y 
16    index  = y * W + x 
17  
18    A = src[index] 
19    B = src[index + 1] 
20    C = src[index + W] 
21    D = src[index + W + 1] 
22  
23    val = A(1-x_diff)(1-y_diff)+  
24        B(  x_diff)(1-y_diff)+   
25        C(  y_diff)(1-x_diff)+   
26        D(  x_diff)(  y_diff) 
27    dst[pixel++] = FLOOR(val) 
28  end 
29 end

Figure 2. Pseudo Code for Bi-Linear Interpolation 



III. ANALYSIS OF PROCESSOR-BASED SOFTWARE 

IMPLEMENTATION 

  We implemented OpenCV-equivalent people detect 
application in ANSI-C and used the open-source face 
detection application based on Haar classifiers from [14]. 
Both applications are not limited to the input image size. 
For testing purpose, we used 320×240 resolution images. 
The feature window used is of size 24×24 for Haar and 
64×128 for HOG. Thus, an initial scale value of 1.02 for 
Haar and 1.05 for HOG create 12 resized images for the 
given resolution. The HOG operation uses the default bi-
linear interpolation method whereas the Haar operation 
uses the nearest neighbor scheme to rescale the input 
image. We then executed the C source code for both object 
detection algorithms on two different platforms: Intel 
Core-i7 with 8GB RAM and ARM Cortex-A9 with 1GB 
RAM. We used ‘rdtsc’ assembly instruction, which 
accesses time-stamp counter, for the Intel platform and 
counter register in the performance monitoring unit of 
ARM platform to measure the number of clock cycles 
required by the image resize operation and object detection 
operation in the same resized image. The ‘Resize’ and the 
‘Detect’ in Fig. 3 and 4 represent the cycle counts 
respectively. 

A. Hardware Platforms   

1) Intel Core-i7 with 8GB RAM   

 
  Figure 3. Processor Cycle Counts for Intel Platform 

2) ARM Cortex-A9 with 1GB RAM 

 
Figure 4. Processor Cycle Counts for ARM Cortex-A9 Platform 

 
From the plots shown in the Fig. 3 and 4, it is inferred 

that CPU cycle counts required for the resize operation 

varies linearly with that required by the post-detection 
process. In fact the cycle count for the resize operation is 
one order higher in case of ARM platform than that in Intel 
platform. A total of 4470581 CPU cycles can be saved in 
Intel and 15323326 cycles in ARM processor if the resizing 
operation is performed prior to detection by using a 
hardware accelerator.  

IV. SYSTEM ARCHITECTURE FOR HYBRID PLATFORM 

Fig. 5 instills the proposed system-level architecture. It 
illustrates the overall design flow using a hard processing 
system (HPS), which includes the ARM-A9 processor 
along with the memory controller module, and a 
programmable hardware accelerator. 

 

 
Figure 5. System-Level Architecture 

 
The user operations of FPGA module present on the 

programmable logic (PL) side allows the configuration of 
registers in addition with the control of the data flow from 
the FPGA module to the main memory. The overall 
dataflow can be summarized sequentially in terms of the 
involved modules as: video feed, controller, scale 
computation unit (SCU), main memory. Using a C code, the 
user maps the addresses in the main memory according to 
the size of different scales of the image and configures the 
control registers such as image size, the window size, total 
number of possible scales and the preferred initial scale to 
begin with. The memory control master interface (MCMI) 
will interact with the multi-port memory controller 
(MPMC). This will enable the flow of interpolated pixel 
values simultaneously from different SCUs. The hardware 
fills the memory mapped addresses with interpolated pixel 
values for different scales. The following sub-sections 
describes the proposed image resizing hardware accelerator 
on the PL. 

A. Controller 

The controller is responsible for configuring the 
register in each SCU with the corresponding factor values 
and also handles the flow of input pixel data according to 
the requirements of each SCU. The complete block on the 
PL side utilizes the values present in following registers:  
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1) Scale: to store the initial scale value 
2) No_of_Scales: to store the total number of possible 

scales for given resolution of the video feed 
3) Image_Width: to store the width of a frame 
4) Image_Height: to store the height of a frame 
5) Win_Width: to store the width of the feature 

window, which is to be used 
6) Win_Height: to store the height of the feature 

window, which is to be used.  
We anticipate an initial latency of one row for the very first 
video frame from the input feed. Henceforth with a 
pipelined design, one can generate the required 
interpolated pixel of the scaled image simultaneously for 
every pixel value read from the input side. 

B. Calculate Factors 

The controller provides the value present in the 
configuration registers stated above in Section A. Using the 
initial scale, this block iteratively calculates the different 
scale values required until the final resized image becomes 
comparable to the dimensions of the feature window under 
consideration. For example, with image resolution 
320×240, initial scale 1.05 and 64×128 feature window the 
last resized image to store will be of 178×134 resolution. It 
should be noted that the maximum time taken by this block 
to generate all the required scaling factors would be always 
less than or equal to the total number of columns of the 
input video frame. The fact helps in calculating the scale 
factors while the reading of the first row of the initial frame 
is in progress. Once the computation is complete the 
controller configures all the ‘Factor_val’ register of the 
SCUs. 

C. Scale  Computation Unit  

 
Figure 6. Scale Computation Unit 

 
A single SCU provides the interpolated pixels for a 

particular scale of the given input image.  Depending on 
the total number of scale factors required by the algorithm 
several of these SCUs are used in parallel. The number of 
SCUs generated can be parameterized, according to the 
number of scales before the synthesis process. Also two 

input (I/P) row buffers and one output (O/P) buffer are used 
by a single SCU for computation process. The row buffers 
are modulo-n counters with ‘n’ as the frame width. Fig. 6 
shows the control and the data lines coming to a single 
SCU. The overall functioning of the module can be divided 
into the following three sections. 

1) CMP: As evident from the overview of bi-linear 
interpolation approach, an interpolated pixel is calculated 
using the pixel values from two rows separated by 
corresponding ‘factor’ number of rows. Thus a SCU is 
active only when the two input rows are separated with 
certain distance, in the I/P frame. This task is accomplished 
using the ‘Row Counter’ (row_ctr) block, which is using 
the ‘hsync’ signal, from the I/P device, as trigger. ‘CMP’ 
is a comparator block to check if the row counter has the 
same value as the factor value. This check helps to ensure 
the correct flow of data into the I/P row buffers. A positive 
signal from this block enables computation for O/P data 
and calculation of the next factor multiple, to be used to 
detect following I/P row. In Fig. 7, rows in red color match 
the criteria to get accepted by a SCU.  

 
Figure 7. I/P Row Selection 

 
2) Switch Row: This block decides the primary row, 

out of the two I/P row buffers. This hierarchy of the rows, 
in a given iteration, is important as the I/P pixel values are 
scanned in a certain fashion as defined by the interpolation 
algorithm. In order to reduce the memory usage we 
annotate implicitly one of the row buffers as primary while 
the other as secondary. Whenever a high signal is received 
from the CMP block the row considered primary, in the 
previous iteration, is now to be considered as secondary 
and vice-versa for the secondary row. The I/P pixel data is 
always fed into the primary row buffer and computation of 
the corresponding interpolated O/P row buffer begins 
utilising the, already filled, secondary I/P row buffer. For 
example, in Fig. 7 ‘Row 1’ is secondary and ‘Row 1 * 
Factor’ is primary; then for the next iteration ‘Row 1 * 
Factor’ becomes secondary and ‘Row 2 * Factor’ becomes 
primary. 

3) Compute: This module consists of a a fixed-point 
unit block with a proposed precision of 8 decimal digits to 
satisfy the required accuracy. The ‘Round’ block is 
hardware description of the rounding operation used for 
calculating integers from decimal numbers. Both of these 
blocks utilize the pixel values from the two I/P row buffers. 



We utilize two counters in each of row buffers in order to 
read the pixel values serially. A register ‘column counter’ 
(col_ctr) is meant to store the number of pixel values read 
from the buffers.  

 
Figure 8. Single Pixel Calculation 

The values ‘x_diff’ and ‘y_diff’ are computed as shown in 
Fig. 8 and then used to calculate the interpolated pixel 
value as in Line 23 of Fig. 2.  

D. Store the Output 

  With all the SCUs working in parallel a lot of output 
data has to be handled in the design. This is managed using 
the MPMC. This controller provides multiple parallel ports 
for data communication with the main memory. Each data 
port is categorized according to the priority level. In 
proposed system design the MCMI on PL side handles the 
data from different SCUs and passes it to MPMC. With 
multiple output ports to the main memory the controller 
can write simultaneously to the different memory mapped 
regions. In this way different resized version of the input 
frame will be created at once. 

V. CONCLUSIONS AND FUTURE WORK 

  We have proposed the complete system-level design 
required for the current emerging hybrid platforms. The 
disadvantages of creating the dedicated hardware 
architectures for complex algorithms are now apparent. 
Also the complete reliance on software-only 
implementation of object detection algorithms does not 
lead to a satisfactory solution. This is in accordance with 
the processor clock cycle counts, which we have obtained 
in our experiment on two processor-based platforms. With 
hardware accelerators to resize the image in real-time, 
along with software application to manage the control and 
dataflow, we are able to improve the execution time of 
object detection algorithms. Our future work includes 
implementation of the proposed architecture using a HDL 
language and later using HLS tools. Our eventual aim is to 
evaluate performance-area trade-offs while meeting the 
real-time constraints. 
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