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digital trails everywhere we tread
online, tracking the activity of
others while allowing ourselves
to be surveilled. 

With WhatsApp’s blue ticks
and “last seen” status updates,
Facebook Messenger’s and
Instagram’s “read” receipts,
LinkedIn’s “active now”, and
iMessage’s and WeChat’s “typing”
notifications, our online activity
is perhaps more visible to online
contacts than our physical
activity is to people we live with.
Although many of these features
can be turned off, users either do
not know how to disable them or
find them convenient to retain.

Be it connectedness,
reciprocity, publicness or privacy,
granting users a higher degree of
control is vital for raising the
quality of the social media
experience. The publicness of
many social media platforms that
allow our friendship networks
and reciprocal interactions to be
up for scrutiny should be
determined by user preferences.
The quantification of “likes” and
reactions to different posts
should be an option and not a
mainstay. All platforms should
also offer privacy by default to
grant users greater agency over
managing their visibility to
others.

To some extent, several
platforms already offer such
choices to users, but these are
often hidden and require
concerted effort by users to
discover them. How algorithms
function to suggest possible
friends and feeds is also cloaked
in mystery. Greater public
education on features that
facilitate customisability and
personalisation must be
undertaken to raise the
transparency of social media
platforms.

Set against the entire evolution
of human civilisation, human
interaction via social media
platforms is but a short blip on
the trajectory. And yet the
interactions these technological
infrastructures afford have clear
virtues as well as distinct
downsides.

Social media may be here to
stay but the forms they assume
can yet be reshaped to better
accord with human needs, social
norms, cultural values and
community dynamics. We must
seize the opportunity to
disinvent and reconstruct social
media as we currently know it.

• Lim Sun Sun is professor of
communication and technology at
the Singapore University of
Technology and Design and author
of Transcendent Parenting: Raising
Children In The Digital Age (2020).

This gross degree of
publicness, coupled with
anonymity, is what increasingly
unsettles netizens about
platforms like Twitter where the
trolling and harassment of
celebrity and ordinary users alike
has reached uncomfortable
levels. Alternative platforms such
as Mastodon and Discord enable
users to choose the communities
they want to participate in, thus
giving users greater autonomy
over which “publics” they want
to join and how public they really
want to be. 

With greater customisability,
users can better calibrate how
visible their profiles are and
whom they want to be visible to.
This obviously begs the question
of privacy. We have become
increasingly immune to leaving

controversial issues are also
played out in public on many
social media platforms, allowing
random “passers-by” to spectate
or even add fuel to the fire. To be
sure, publicness can be a force
for good that allows messages of
social import to be significantly
amplified. 

However, the highly open and
public nature of many online
spaces is also what gives rise to
spontaneous interactions among
loose gatherings of people with
no sense of shared norms or
mutual accountability. In such
circumstances, the strident airing
of views can rapidly turn into
hostile arguments, especially on
controversial or divisive topics.
As is often observed of Twitter
or Reddit conversations, “well
that escalated quickly!”

forge strong bonds while
enjoying serendipitous
encounters. Think of the
long-lost schoolmates or relatives
living overseas whom you chat
with on a regular basis via
WhatsApp or WeChat. Consider
also the unexpected friendships
you developed through joining a
Facebook group or commenting
on a TikTok video. These
opportunities for socialising lend
social media platforms
tremendous appeal. 

Clearly, relationships don’t
grow on the basis of mere
connections but must be
nourished through reciprocity.
You reply when someone texts
you and return a fun emoji or a
delightful GIF. When your friend
posts about the demise of his
pet, you express your

condolences in a comment, just
as he had reacted with a heart
sticker when you announced the
birth of your child. 

Such back and forth acts of
reciprocity are the lubricant that
helps drive relationships
forward. Again, social media
platforms provide many tools for
expressing and experiencing
reciprocity that mimic the nature
of offline relationships. But
where social media platforms
depart from and distort
real-world relationship dynamics
is the sheer publicness of it all. 

Friendship ties are now
captured in neon lights, allowing
all and sundry to scrutinise who
is no longer friends with whom,
or why X never liked Y’s
Instagram photo. Debates
between friends and strangers on

With the turmoil deepening
around Twitter’s uncertain
future, pessimistic projections
about Facebook’s parent
company Meta, and the sudden
surge in popularity of alternative
social media platforms such as
Mastodon, this could well be an
inflection point for social media
platforms at large. 

While we have habituated
ourselves to the default settings
and features of the leading social
media platforms, it is timely for
us to consider just what makes
today’s social media “social” and
how these elements may be ripe
for a rethink and redesign. In
particular, we should reflect on
the dimensions of
connectedness, reciprocity,
publicness and privacy. 

As social creatures, humans
enjoy the company of others and
research shows that social
connections confer health
benefits as well. Hence, we are
motivated to foster everything
from casual connections to
enduring relationships through
mutual interaction. Today’s
dominant social media platforms
serve this interaction function
brilliantly. They allow us to look
up possible contacts whom we
can connect with, and many will
suggest new contacts drawn from
the extended network of our
close friends and acquaintances. 

Over social media, one can –
through close intimates – get to
know distant connections
virtually, and concurrently
nurture deeper relationships
with online contacts that often
pave the way for face-to-face
interactions. Although we now
take it for granted, this mutually
enriching relationship between
online and offline interactions is
what made social media such a
game changer when it first
entered the scene.

Indeed, we can use social
media to traverse physical
boundaries and social divides to
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Time to reflect on
the connectedness
and publicness of
such platforms

Social media platforms provide many
tools for expressing and experiencing
reciprocity that mimic the nature of
offline relationships. But where they
depart from and distort real-world
dynamics is the publicness of it all. �
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We can use social media to
traverse physical
boundaries and social
divides to forge strong
bonds while enjoying
serendipitous encounters.
Think of the long-lost
schoolmates or relatives
living overseas whom you
chat with on a regular
basis via WhatsApp or
WeChat. Consider also the
unexpected friendships
you developed through
joining a Facebook group
or commenting on a
TikTok video. These
opportunities for
socialising lend social
media platforms
tremendous appeal. 
Clearly relationships don’t
grow on the basis of mere
connections but must be
nourished through
reciprocity.

Tech

Discarded newspapers and card-
board boxes have found new life as
battery parts, gas filters and fire
protection insulators after scien-
tists found a way to combust and
compact waste paper into small
blocks of carbon. 

In developing one of the world’s
first uses of waste paper in battery
production, Nanyang Technologi-
cal University (NTU) scientists may
also address the biggest bugbear of
the electric vehicle (EV) industry –
a heavy battery unit at the vehicle’s
core.

Discarded paper products, such
as paper packaging, kraft paper
bags and cardboard, form nearly a
fifth of waste generated in Singa-
pore in 2020, said NTU Assistant
Professor Lai Chang Quan, who
helmed the project. 

“Paper can be recycled only four
to six times before it is useless be-
cause the quality drops each time,”
he said in a presentation on the
project on Nov 23. “And when it
cannot be used, the paper is incin-
erated, releasing greenhouse gas-
es.” 

Prof Lai, who teaches in NTU’s
School of Mechanical and Aero-
space Engineering, added: “Here,
we are taking something cheap and
making it more valuable by upcy-
cling waste paper into carbon
foams without releasing green-
house gases.”

The carbon blocks are made by
heating stacks of waste paper in a
furnace at up to 1,200 deg C in the
absence of oxygen, so that it is not
incinerated but, instead, reduced to
pure carbon. 

The paper blocks can be used as
carbon anodes – an essential part
of batteries that stores electricity. 

Carbon anodes are often made of
graphite forged from fossil fuels. 

But replacing graphite with pa-
per can reduce the pollution caused
by batteries, as well as cut down on

overall cost as recycled material is
used instead, said Prof Lai. 

NTU’s tests showed that 1g of pa-
per anodes – roughly the size of a
fingernail – is enough to store pow-
er in a 100 milliampere hour bat-
tery. A typical smartphone would
need around 40g of the anodes,
said Prof Lai. This is roughly the
same weight as graphite found in
today’s phones. 

The paper anodes can be re-
charged up to 1,200 times – twice
as much as typical anodes found in
current phone batteries, said NTU. 

The team has since filed for a pat-
ent with NTU’s innovation and en-
terprise arm, NTUitive, and is
working towards commercialising
their work in the next five years. 

The automotive industry may
benefit from the invention as it
ramps up the use of batteries with
the increasing number of EVs. 

Prof Lai said future manufactur-
ers can use paper anodes to line an
EV’s frame to build the battery as
part of the car’s chassis. 

This will lighten the vehicle’s
weight as it removes the need for
heavy battery packs that are typi-
cally housed at the base of the EV,
he added. 

Standard carbon anodes cannot
be moulded into a frame as they are
too fragile. But paper anodes can
withstand four times the amount of
physical stress as they retain the fi-
brous molecular structure of paper,
which is naturally strong, said Prof
Lai. 

NTU’s carbon blocks also offer a
sustainable way to develop carbon
foam, which is often used for noise
isolation in sound studios and fire-
proof protection, he added. 

The research team will conduct
further research to improve the
material’s energy storage capacity
and cut the heat energy needed to
convert the paper into carbon. 

Oils are also extracted from the
paper in the furnace and can be
used as biofuel, offsetting the ener-
gy consumed in heating up the pa-

per, said Prof Lai, when asked
about the energy-intensiveness of
the carbonisation process.

He added: “We hope that our
anodes will serve the world’s quick-
ly growing need for a sustainable
and greener material for batteries,
whose manufacturing and improp-

er waste management have been
shown to have a negative impact on
our environment.”

Commenting on the NTU project,
Professor Juan Hinestroza from
Cornell University’s Department of
Human Centred Design said: “Any
discovery that allows the use of

waste as a raw material for high-
value products like electrodes and
foams is indeed a great contribu-
tion.”

Prof Hinestroza, who was not in-
volved in NTU’s research, said: “I
think that this work may open a
new avenue and motivate other re-

searchers to find pathways for the
transformation of other cellulose-
based substrates, such as textiles
and packaging materials, which are
being discarded in large quantities
all over the globe.”

Waste paper
could see
new life as
battery parts
for phones 

NTU scientists’ method of turning such
material into carbon could also power EVs 
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HOW PAPER CARBONISATION CAN BE USED
Carbonised paper offers a new way to extract carbon, which is typically forged from fossil fuels 

Electricity-storing frame

MAKING CARBON FROM WASTE PAPER
Waste paper is stacked and cut with 
a laser to form bricks that can be 
used to build carbon foam blocks
or battery anodes.

The result: blocks of carbon made out of burnt 
paper. NTU scientists say these blocks are 
stronger, more �exible and better at storing 
electricity than carbon made of fossil fuels.

1 The blocks are placed in a furnace for 
about 24 hours at up to 1,200 deg C.
Oxygen is sucked out of the furnace 
to ensure the paper produces carbon.

2 3

Laser Layers of
waste paper

Instead of fossil fuels, 
carbonised paper offers a 
cleaner alternative resource 
for building carbon foam 
blocks, which are often used 
for �re protection walls, crash 
absorption panels and sound  
absorption panels in studios.

Cleaner battery cells

Furnace

Laser-cut
waste paper
stack

HOW MUCH CARBONISED
PAPER IS NEEDED IN
EVERYDAY ELECTRONICS

Carbon foam blocks Electricity-storing frame
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Anodes that 
store electricity in 
battery cells are 
typically contained
in a hub at the 
base of electric 
vehicles (EVs). 
But the hub itself
is heavy and adds 
to a car’s weight.

Manufacturers 
can line an EV’s 
frame with 
carbonised 
paper anodes, 
building the 
battery as part 
of the frame, 
reducing the 
vehicle’s weight.
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Nanyang Technological University (NTU) has come up with a new way to extract carbon for batteries and foam blocks, relying 
on waste paper instead of fossil fuels. The Straits Times takes a look at how carbonised paper is made and its potential uses.

Adding value through upcycling

Carbonised 
paper replaces 
the graphite 
anode layer in 
a battery cell 
and releases 
electrons to 
generate 
electricity when 
a device is used.

Battery capacity

Portable speaker
Smartphone
Electric vehicle

3,600mAh*
4,000mAh
50kWh

Weight of carbonised paper required

36g 
40g 
100kg–200kg

NOTE: *mAh = milliampere hour

In late June, Microsoft released a
new kind of artificial intelligence
(AI) technology that could gener-
ate its own computer code. 

Called Copilot, the tool was de-
signed to speed up the work of pro-
fessional programmers by suggest-
ing ready-made blocks of comput-
er code they could instantly add to
their own. Many programmers
loved the new tool or were at least
intrigued by it. 

But Mr Matthew Butterick, a pro-
grammer, designer, writer and law-
yer in Los Angeles, was not one of
them. In November, he and a team
of other lawyers filed a lawsuit
seeking class-action status against
Microsoft and other high-profile
companies that designed and de-
ployed Copilot. 

Like many cutting-edge AI tech-
nologies, Copilot developed its
skills by analysing vast amounts of
data. In this case, it relied on bil-
lions of lines of computer code
posted to the Internet. 

Mr Butterick equates this proc-
ess to piracy, because the system
does not acknowledge its debt to
existing work. His lawsuit claims
that Microsoft and its collaborators
violated the legal rights of millions
of programmers who spent years
writing the original code.

The suit is believed to be the first
legal attack on a design technique
called “AI training”, which is a way
of building AI that is poised to re-

make the tech industry. Many art-
ists, writers, pundits and privacy
activists have complained that
companies are training their AI
systems using data that does not
belong to them.

In the 1990s and into the 2000s,
Microsoft fought the rise of open
source software, seeing it as an ex-

istential threat to the future of the
company’s business. As the impor-
tance of open source grew, Micro-
soft embraced it and acquired
GitHub, a home to open source
programmers and a place where
they built and stored their code.

Copilot is based on technology
built by OpenAI, an AI lab backed

by US$1 billion (S$1.38 billion) in
funding from Microsoft. OpenAI is
at the forefront of the increasingly
widespread effort to train AI tech-
nologies using digital data. 

After Microsoft and GitHub re-
leased Copilot, GitHub’s chief ex-
ecutive Nat Friedman tweeted that
using existing code to train the sys-

tem was “fair use” of the material
under copyright law. But no court
case has yet tested this argument.

“The ambitions of Microsoft and
OpenAI go way beyond GitHub
and Copilot,” Mr Butterick said in
an interview. “They want to train
on any data anywhere, for free,
without consent, forever.” NYTIMES

Lawsuit against Microsoft takes aim at the way AI is built 

SEONGNAM, South Korea – The new
workers zipped around the office
completing mundane tasks like
fetching coffee, delivering meals
and handing off packages. They
did not get in anyone’s way or vio-
late personal space. They waited
unobtrusively for lifts with unfail-
ing politeness. And, perhaps most
enticingly, they did not complain.

That is because they were robots.
Naver – a soup-to-nuts Internet

conglomerate in South Korea – has
been experimenting with integrat-
ing robots into office life for several
months. Inside a futuristic, indus-
trial, 36-storey high-rise on the
outskirts of Seoul, about 100 robots
cruise around on their own, mov-
ing from floor to floor on robot-on-
ly lifts and sometimes next to hu-
mans, rolling through security
gates and entering meeting rooms.

Naver’s network of Web services,
including a search engine, maps, e-
mail and news aggregation, is dom-
inant in South Korea, but its reach
abroad is limited, lacking the global
renown of a company like Google.

The company has been on the
hunt for new avenues for growth.
In October, it agreed to acquire
Poshmark, an online second-hand
retailer, for US$1.2 billion (S$1.65
billion). Now, it sees the software
that powers robots in corporate of-
fice spaces as a product that other

companies may eventually want.
Robots have found a home in

other workplaces, such as factories
and in retail and hospitality, but
they are largely absent from the
white-collar world of cubicles and
conference rooms. There are
thorny privacy questions: A ma-
chine teeming with cameras and
sensors roaming company hall-
ways could be a dystopian tool of
corporate surveillance if abused,
experts say. Designing a space
where machines can move freely
without disturbing employees also
presents a complicated challenge.

But Naver has done extensive re-
search to make sure that its robots
– which resemble a rolling garbage
can – look, move and behave in a
way that makes employees com-
fortable. And as it develops its own
robot privacy rules, it hopes to
write the blueprint for the office
robots of the future.

“Our effort now is to minimise
the discomfort they cause to hu-
mans,” said Mr Kang Sang-chul, an
executive at Naver Labs, a subsidi-
ary developing the robots.

Ms Yeo Jiwon, who works in the
company’s social impact team, re-
cently ordered coffee on Naver’s
workplace app. Minutes later, the
“Rookie” exited the lift on the 23rd
floor, zoomed through the security
gates and approached her desk.

Once nearby, the robot opened its
storage compartment with a cup of
iced coffee that had been prepared
at a Starbucks on the second floor.

The robots are not always per-
fect, Ms Yeo said, sometimes mov-
ing slower than expected or occa-
sionally stopping too far from
where she sits.

“They do feel like a beta release
sometimes,” she said, using the
tech parlance for software still un-
der development. The deliveries
save her time, though, Ms Yeo said,
and help her focus on her work,
eliminating the distraction of walk-
ing to a coffee shop.

Technology companies often en-
courage employees to test out their
own products, but with its robots,
Naver has turned its entire office
into a research and development
lab, deploying its employees as test
subjects for future workplace tech-
nologies.

When Naver employees drive to
the office, which finished con-
struction in 2022, the company au-
tomatically sends them reminders
of where they parked on the work-
place app. Employees walk
through security gates that use fa-
cial recognition, even while
masked to prevent the spread of
the coronavirus. At Naver’s in-
house health clinic, artificial intel-
ligence software suggests areas of

focus for employees’ annual health
exam.

And then there are the robots.
Naver designed the office from

the ground up with the robots in
mind, starting construction in
2016. Every door is programmed to
open when a robot approaches.
There are no tight hallways or ob-
structions on the floor. The ceilings
are marked with numbers and QR
codes to help the robots orient
themselves. The cafeteria has lanes
dedicated for robots to deliver
meals.

As part of its research, Naver has
also published studies in the field
of human-robot interaction. After a
series of experiments, for example,
Naver concluded that the optimal
spot for a robot in a crowded lift
with humans was the corner next
to the entrance on the side oppo-
site of the lift buttons. Putting the
robot at the back of the lift made
humans uncomfortable, Naver’s re-
searchers found.

The company’s engineers also
designed animated eyes that gaze
in the direction that the robot is
headed. They found that employ-
ees were better able to anticipate
the robot’s movement if they could
see its gaze.

None of the machines looks hu-
man. Mr Kang said the company
did not want to give people the
false impression that robots would
behave like human beings. (Some
robotics experts believe that hu-
manoid robots make humans
more, not less, uncomfortable.)

Naver, of course, is not the only
tech company trying to advance
robot technology. Rice Robotics

has deployed hundreds of cartoon-
ish, boxy robots that deliver pack-
ages, groceries and more in office
buildings, shopping malls and con-
venience stores around Asia. Ro-
bots like Optimus, a prototype that
Tesla unveiled in September, are
designed to be more like humans,
and carry boxes, water plants and
more, but they are a long way from
being deployed.

Rice Robotics chief executive
Victor Lee said he was impressed
when he saw videos of the ma-
chines and Naver’s robot-friendly
building. While Rice’s delivery ro-
bots function differently, Naver’s
approaches “made sense”, he said.
“Naver obviously has way more de-
velopment budget on these moon-
shot projects.”

Naver said one distinctive feature
of its robots was that they are in-
tentionally “brainless”, meaning
they are not rolling computers that
process information inside the ma-
chine. Instead, the robots commu-
nicate in real time over a high-
speed, private 5G network with a
centralised “cloud” computing sys-
tem. The robots’ movements are
processed using data from cameras
and sensors.

Each robot has several cameras
that record images of its surround-
ings. There was some disagree-
ment within Naver about what ex-
actly the robots needed to know,
and how the data being collected
would be used. When prototypes
were being developed, engineers
initially wanted the robots to re-
cord a wider field of view to assess
their location more quickly and
more accurately, according to Mr

Lee Jin-kyu, Naver’s chief data pro-
tection officer.

Mr Lee worried that this would
result in data that could be used to
track employees without their
knowledge, creating legal prob-
lems for the company in South Ko-
rea, which has strict labour and pri-
vacy laws. Mr Lee and the engi-
neers agreed to capture only one
photo per second from a front-fac-
ing camera, and use the other cam-
eras only when more than one im-
age was necessary.

The cameras can see only below
people’s waists, and the images are
deleted as soon as the robot has
oriented itself. An emergency
mode kicks in if a robot is knocked
over or camera angles change sud-
denly. In such cases, the robot will
announce that it may record peo-
ple’s faces.

Despite Naver’s precautions, pri-
vacy experts worry that potential
customers might modify the robots
or create their own policies on how
they collect data. Ms Kim Borami, a
privacy lawyer in Seoul, said that
many South Korean companies
were opaque about their data pol-
icies, and that she had encountered
examples of companies breaking
privacy laws.

She also noted that it was impos-
sible to know for sure whether Nav-
er was following its own privacy
policies without looking more
closely at its software – something
Naver does not share publicly.

“You don’t typically find out
about privacy violations in a com-
pany until there is a whistleblower
or a leak,” Ms Kim said. 
NYTIMES

Meet your new office mate: A
brainless, non-surveilling robot 

The lawsuit claims that Microsoft and
its collaborators violated the legal
rights of millions of programmers who
spent years writing original code. It is
believed to be the first legal attack
on a design technique called "AI
training", which is a way of building AI
that is poised to remake the tech
industry. PHOTO: EPA-EFE
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