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**Abstract**

The social and democratic implications of deepfakes (also deep fakes) technology are widely debated in the United States and elsewhere. Yet, we know surprisingly little about how online users engage with this newer form of disinformation. This study is one of the first to explore the inadvertent deepfakes sharing behavior of the citizenry. Drawing on survey data collected in the United States and Singapore, this study investigates the role of political interest, cognitive ability, and social network size in inadvertent deepfakes sharing. The findings suggest that those with higher political interests are more likely to share deepfakes inadvertently. Those with lower cognitive ability are also more likely to share deepfakes inadvertently. The moderation findings suggest that the relationship between political interest and deepfakes sharing is significantly moderated by network size. As such, the likelihood of politically interested citizens sharing deepfakes intensifies in more extensive social networks. These results are consistent across both contexts.

**1. Introduction**

Recent evidence suggests that those who are highly interested in politics are more likely to intentionally and unintentionally share disinformation on social media than their low interested counterparts (Chadwick and Vaccari, 2019). This report is pitted against a backdrop of a body of research which has appreciated the supportive role of political interest in contributing to the development of democratic processes (e.g., Brady et al., 1995; Glenn and Grimes, 1968; Kim, 2018; Shani, 2009). This body of work has suggested that higher political interest transfers into higher political engagement, mainly because it determines how news is consumed in a high-choice media environment (Lecheler and de Vreese, 2017; Stromback et al., 2013), how citizens consume political information and engage in motivated information processing (Prior, 2007), and how citizens transfer higher news consumption into higher levels of political learning and participation (Ahmed and Cho, 2019; Delli Carpini and Keeter, 1996; Eveland and Scheufele, 2000; Verba et al., 1995; Yamamoto et al., 2018). Therefore, why do politically interested users share disinformation on social media? This may occur because although politically interested social media users are more active news consumers, they may be at no real advantage compared to low-interest users in evaluating the credibility of disinformation (Stefanone et al., 2019). Therefore, because they are significantly more likely to consume and share online news, there are at greater risk of propagating disinformation as compared to politically disinterested or less avid news consumers.
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While disinformation is gaining scholarly attention (De keersmaecker and Roets, 2017; Grinberg et al., 2019; Shen et al., 2019; Talwar et al., 2019; Valenzuela, Halpern et al., 2019; Wasserman and Madrid-Morales, 2019), few studies have explored the role of political interest in disinformation sharing (cf Chadwick and Vaccari, 2019). Furthermore, a critical research gap is an understanding of the sharing behavior around deepfakes. Deepfakes are a new form of disinformation. They are artificial intelligence (AI)-driven manipulated media made to look convincing enough, in which people’s words and actions are fabricated. Recent incidents of the use of deepfakes in political campaigns suggest that they may be used to mislead citizens and ruin the integrity of democratic processes (Parkin, 2019; Turk, 2019). Consequently, there is an urgent need to explore and understand deepfakes sharing behavior.

This study is one of the first to explore the role of political interest in deepfakes sharing behavior. Using two sets of primary data collected from online survey panels in the United States and Singapore, this study tests the empirical association between political interest, cognitive ability, online social network characteristics, and inadvertent deepfakes sharing. Additionally, the study also examines the moderation effect of user’s cognitive ability and social network size on the relationship between political interest and inadvertent deepfakes sharing. With enhanced generalizability across two contexts, the findings provide nuanced insights on the effects of motivational (political interest), cognitive (cognitive ability), and network characteristic (social network size) factors on deepfakes sharing behavior.

2. Literature review

2.1. Deepfakes: A new form of disinformation

Deepfakes are an emerging form of disinformation involving doctored multimedia content. Their growing impact on the social and political landscape is a cause for widespread concern since they threaten to destabilize governments and sway public opinion. In a provincial election in India in 2020, deepfakes were used for the first time (Christopher, 2020). The team behind the deepfake argued that their manipulated video constituted a “positive campaign” (Christopher, 2020). Still, scholars believe that there is a cause of alarm since deepfakes now have demonstrated applicability in sabotaging elections and influencing civic trust (Chesney and Citron, 2019).

As of mid-2020, several deepfakes have gone viral in the United States. Among the ones related to politics, notable videos include one that shows President Obama using swear words against President Trump, and Mark Zuckerberg admitting that Facebook manipulates its users (Eadicicco, 2019). More recently, the Democratic National Committee (DNC) used a deepfake of its chair, Tom Perez, apologizing for not being in attendance at a large convention (O’Sullivan, 2019). The video ended with a debriefing identifying the video as fake. The DNC used this video as a demonstration of the potential threats of deepfakes in the 2020 Presidential election (O’Sullivan, 2019).

Concerns regarding the potential of such manipulative content in deceiving citizens have drawn wide technological and regulatory attention. The Defense Advanced Research Projects Agency in the United States funded a project to develop tools to spot the counterfeit deepfakes automatically (Knight, 2018). More recently, Twitter and Facebook also implemented policies to ban AI-manipulated deepfakes in a bid to restrict the spread of disinformation (Hern, 2020; Murphy, 2020). Partnership on AI, a multistakeholder organization working on AI’s social impacts, also collaborated with Facebook and several educational institutions to create a Deepfake Detection Challenge to produce technology available for the detection of deepfakes (Culliford, 2019). Beyond the use of technology, there has also been a push to use laws to address the challenges posed by disinformation. A select committee appointed by the Singaporean parliament to study the problem of deliberate online falsehoods concluded that deepfakes could be created relatively easily and cheaply and as such, the ‘ease, speed, reach and impact of online falsehoods are unprecedented’ (Report of the Select Committee on Deliberate Online Falsehoods, 2019, p.14). In 2019, the Singapore government introduced the Protection from Online Falsehoods and Manipulation Act to address the challenges of disinformation spread, including deepfakes. However, some experts believe that while such regulations are helpful, they are ‘chasing a moving target’, and more significant efforts are required for media literacy to cultivate citizens who can discern deepfakes (Tham and Seah, 2019).

Deepfakes are a lethal form of disinformation because they manipulate reality. Deepfakes are a visual form of disinformation that fulfills the “realism heuristic” (Frenda et al., 2013), where online users are more likely to trust visual information rather than a text-based description of the world (see Vaccari and Chadwick, 2020). As the technology used in deepfakes creation evolves, it will be more challenging to discern fact from fiction.

Deepfakes can also cast shadows over original information and can be used as a “liar’s dividend” where people can use the trend of deepfakes to delegitimize reliable information (Chesney and Citron, 2019, p 1758). For example, US President Donald Trump questioned the legitimacy of the “Access Hollywood” video and termed it as doctored. Similarly, in a lesser discussed event, Gabon’s president, Ali Bongo’s video appearance, was believed to be a deepfake culminating in an unsuccessful coup by the military (Christopher, 2020).

While grave political turmoils due to deepfakes are still rare, there is growing consensus among experts that deepfakes are a potential threat to democracies (Chesney and Citron, 2019). Diakopoulos and Johnson (2019) use an anticipatory ethics approach within the context of the 2020 US presidential election to caution against the potential of deepfakes to ‘harm viewers, subjects, and electoral integrity including deception, intimidation, reputational harm, misattribution, and undermining of trust in electoral processes’ (p.18). The authors suggest that deepfakes can harm audiences by deception and impede their ability to make legitimate informed decisions. Similarly, Vaccari and Chadwick (2020), in an empirical analysis, found that those who were exposed to deepfakes were found to be more uncertain and less trusting of news on social media. As such, we need a more considerable scholarly effort to understand civic behavior surrounding deepfakes, that can help us understand and limit the foreseeable disinformation threats.
2.2. Political interest and deepfakes sharing

In the new media environment, the proliferation of the choices available to audiences allows them to practice motivated media consumption behavior. In other words, those who are interested in politics can choose to selectively consume political news (Prior, 2007; Zaller, 1992), while those who are moderately or not interested in politics can eschew news and instead consume entertainment media. Recent studies have found that politically interested individuals are frequently exposed to news content on social media (Thorson et al., 2019). This may occur due to selective exposure that suggests individual preferences realized through selective media choices will determine the content users are exposed to (Messing and Westwood, 2014; Nelson and Webster, 2017). This may also occur because politically interested users are more likely to have friends who are also politically interested; as such, this homophily will increase the likelihood of exposure to news (McPherson et al., 2001). Politically interested social media users are also more likely to be presented with algorithmically driven political news and information (Thorson et al., 2019) and incidentally exposed to news on social media (Karnowski et al., 2017; Heiss and Matthes, 2019). In sum, the politically interested, driven by their consumption and network characteristics on social media, are more frequently exposed to news than those who are moderately or not at all interested in political affairs.

While the democratic benefits of exposure to news content online are well-acknowledged (Gil de Zúñiga et al., 2015; Hopp et al., 2018; Kim and Chen, 2016), a rising concern is that the politically interested are also at a higher risk of engagement with disinformation. Recent evidence suggests that the citizens with higher levels of political interest are more likely to knowingly and unknowingly share disinformation on social media sites as compared to those with lower levels of interest (Chadwick and Vaccari, 2019). This pattern can be explained through the general news consumption and sharing behavior of the politically interested. The politically interested citizens are voracious news consumers and thus, exhibit a higher likelihood of sharing of news in general (Karnowski et al., 2018). Consequently, when these individuals are exposed to disinformation, they are also found to be active sharers of disinformation. Although the politically interested citizens are expected to employ better information processing abilities, they are found to be no different than their low interested counterparts in evaluating the credibility of disinformation (Stefanone et al., 2019).

We anticipate the disinformation sharing behavior observed amongst the politically interested to also occur with deepfakes. The politically interested often rely on social media platforms such as Facebook, Twitter, YouTube, and Instagram as primary sources of news. However, these platforms are now becoming the centerstage of deepfakes. The increased exposure to deepfakes would also increase the likelihood of sharing, especially when the manipulated media are harder to distinguish from reality as compared to other forms of disinformation. A recent survey found that a majority of Americans frequently encounter altered videos or images, and most of them believe that it is challenging to identify the manipulative nature of such media (Gottfried, 2019). Thus, it is likely that the previously observed positive relationship between high political interest and disinformation sharing will also be observed in this study. Therefore, it is hypothesized that:

**H1:** Political interest is positively associated with inadvertent deepfakes sharing.

2.3. Cognitive ability and deepfakes sharing

The dual-process theory separates human cognition into the intuitive and subconscious processes (system 1) and the more time-intensive analytical and deliberative (system 2) processes. It is argued that this framework reveals a crucial facet of our cognition: the ability or the motivation to think analytically (see Pennycook and Rand, 2019). Scholars have claimed that since most humans are cognitive misers, they do not prefer to utilize the cognitive skills in information evaluation tasks (Fiske and Taylor, 2013; Stanovich and West, 2000). Therefore, not all aspects of a message are considered, and instead, the misers tend to focus on only some salient features to encode the messages (Lang, 2000). Nonetheless, some individuals are more cognitively able and exhibit more reasoned behavior than the rest.

Individuals with higher cognitive ability are known to make sound judgments when they engage with disinformation. Empirical validation has highlighted that individuals with higher cognitive skills are well-adjusted in discerning facts from disinformation (Pennycook and Rand, 2019) and readjusting attitude while engaging with disinformation (De keersmaecker and Roets, 2017). Previous findings also support the thesis that cognitive ability is positively related to efficient information processing (Lodge and Hamill, 1986) and better decision making (Gonzalez et al., 2005). Thus, based on these arguments, it is expected that more analytical thinking will support both, a better discerning of manipulated deepfakes from reality, and an effective decision-making process resulting in an avoidance of sharing deepfakes. However, the “realism heuristic” (Frenda et al., 2013) utilized by deepfakes and its propagation on social media poses a new challenge.

User interaction with the media is in a state of automaticity, where they do not engage in critical thinking (Potter, 2004). Empirical evidence confirms that online users consume news with an uncritical eye and are usually unsuccessful in making sound judgments in news selection (Powers, 2014). Thus, it is plausible that those who consume news from online sources, and especially from social media platforms, would be at a higher risk of being exposed to and spreading deepfakes. Moreover, the cognitive processing of deepfakes might not be of much help. Neural cognition literature suggests that human faces and face-like stimuli are processed relatively earlier in the brain and are not a delayed readjusted cognitive phenomenon (Hadjikhanii et al., 2009). As such, even if deepfakes are not flawless and merely mirror a real face, it might be cognitively difficult to supersede the early impressions made at the neural level (Smith, 2019). Thus, based on these arguments, there is a likelihood that higher cognitively abled individuals will not be better in discerning facts from fiction. Given the lack of existing evidence supporting either thesis, a research question is proposed instead of a hypothesis:

**RQ1:** How is cognitive ability related to inadvertent deepfakes sharing?
Other than the direct effects of cognitive ability on inadvertent sharing of deepfakes, it is also probable that cognitive ability can moderate the relationship between political interest and inadvertent deepfakes sharing behavior. As discussed earlier, the more politically interested individuals would be more likely to be exposed to news in general (Thorson et al., 2019) and incidental exposure to news (Heiss and Matthes, 2019). Higher news exposure may increase the likelihood of exposure to deepfakes. As such, the importance of information processing ability is heightened under such conditions. If cognitive ability were to buffer against the manipulative nature of deepfakes, it is plausible that politically interested citizens with higher cognitive ability would refrain from sharing such deepfakes. However, due to a lack of research and a directional expectation, a research question is proposed instead of a hypothesis:

RQ2: How does cognitive ability moderate the relationship between political interest and inadvertent deepfakes sharing?

2.4. Social network size and deepfakes sharing

Social network size, often conceptualized as a critical network resource, is found to promote communication within the network (Shen et al., 2009). Social media users with more friends have a higher likelihood of information opportunities (Chan, 2016). Furthermore, they are more engaged (Gil de Zúñiga et al., 2015; Kwak, Williams et al., 2005), and they are more likely to share content within their networks (Kim and Lee, 2011; Madge et al., 2009). Having a more extensive network gives individuals a greater sense of social cohesion as users share content to build and maintain relationships within their networks (Burke and Kraut, 2016; Burke et al., 2011; Nowland et al., 2018). Furthermore, recent disinformation research has confirmed that the sharing of disinformation is more frequent in more extensive social networks than smaller networks (Burbach et al., 2019). To contain such spread of disinformation, WhatsApp, one of the most frequently used social media applications, has restricted the network size membership limits (Flamini, 2019). In brief, individuals with a more extensive network are more likely to not only encounter disinformation but also share them. When applied within the context of this present study, it is expected that individuals with a large number of friends on social media, driven by greater exposure, will share deepfakes more frequently. This expectation is especially valid when they are not aware of the manipulated nature of the content (e.g., deepfakes) and might end up sharing them for social gains. However, due to a lack of previous evidence concerning deepfakes, a research question is proposed:

RQ3. How is social network size related to inadvertent deepfakes sharing?

Beyond such effects, social network size can also have a moderating influence on the relationship between political interest and deepfakes sharing. We are aware that citizens with high political interest use social media for greater informational purposes, and more extensive social networks would amplify opportunities to encounter political information. Increased engagement with political content is found to be associated with frequent disinformation sharing (Valenzuela et al., 2019). Thus, it is likely that politically interested citizens with more extensive networks may share deepfakes more frequently than those with smaller networks simply because they encounter deepfakes more regularly than low politically interested citizens.

However, it also likely that extensive networks facilitate those with low political interest to share deepfakes. More extensive social networks increase the likelihood of social endorsements and repetition of information. When users have limited prior knowledge of a subject, they often rely on social cues within social media for information credibility (Gao et al., 2015). As such, citizens with low levels of political interest may depend on the social cues of others to judge political content. Given the manipulative nature of deepfakes, it is probable that not all social signals attached deepfakes within the networks of low politically interested citizens would be well-informed. Therefore, more extensive social networks may increase the likelihood of misguided social cues propagation. As such, it may also amplify the likelihood of deepfakes being shared, primarily when low interested citizens rely on others for political information credibility. Due to a lack of previous research on this topic, a research question is proposed instead of a hypothesis.

RQ4. How does social network size moderate the relationship between political interest and inadvertent deepfakes sharing?

3. Method

3.1. Sample

The data were collected by a reputable market research firm, Qualtrics. The firm adopted a quota-based approach, where a sample was drawn from a group of respondents, who closely matched the population parameters focusing on age and gender distribution in both countries. Similar stratified online quota samples are frequently used to generalize the findings to the national population (Gil de Zúñiga et al., 2015; Groshek and Koc-Michalska, 2017). The surveys were fielded in February-March 2020, and the total sample comprised 1244 respondents in the United States and 1231 respondents in Singapore.

Survey participants were provided with a definition of deepfakes and queried whether they were aware of deepfakes prior to the survey. In alignment with the goals of this study (a focus on behavior associated with deepfakes), the analyses focused on those respondents who were aware of deepfakes before the survey. Since the awareness of deepfakes is still not broad, an inclusion of responses from those who were not aware of deepfakes could risk false positives. Consequently, a total of 764 respondents (61.4% awareness) in the United States and 662 respondents (53.8% awareness) in Singapore constituted the final sample for this study. Those who were aware of deepfakes in both countries were, in general, more politically interested than those who were not aware. No statistical differences concerning the levels of cognitive ability and network size were found between those who were and not aware of deepfakes (see Appendix A).
3.2. Measures

**Inadvertent deepfakes sharing** was measured by asking the respondents if they had ever shared a deepfake accidentally that they later found out was a hoax (0 = never, 1 = once, 2 = more than once). The item was recoded into a binary measure (0 = not shared, 1 = shared). A total of 39.1% of respondents in the United States and 33.2% of respondents in Singapore (who are aware of deepfakes) agreed to share deepfakes inadvertently.

**Political interest** was measured by asking the respondents to rate their level of interest (1 = not at all to 5 = extremely) in politics and public affairs (United States: \( M = 3.77, SD = 1.10 \); Singapore: \( M = 2.92, SD = 1.05 \)).

**Cognitive ability** was measured using a 10-item Wordsum test (Thorndike, 1942) (United States: \( M = 5.14, SD = 2.85, \alpha = 0.80 \); Singapore: \( M = 5.73, SD = 2.38, \alpha = 0.74 \)). The responses to 10-items were summed to create an index of cognitive ability.

The vocabulary test shares high variance with general intelligence and has been frequently used to assess the cognitive capability of individuals (Brandyd and Crawford, 2016; Caplan and Miller, 2010; Ganzach et al., 2019). Weschler (1958, p.84) supports the use of a vocabulary test to measure cognitive ability and argues, “contrary to lay opinion, the size of a man’s vocabulary is not only an index of his schooling but also an excellent measure of his general cognitive ability. Its excellence as a test of cognitive ability may stem from the fact that the number of words a man knows is at once a measure of his learning ability, his fund of verbal information, and the general range of his ideas.”

The test can be utilized in Singapore since English is the primary language of the education system in Singapore, and it is also the most spoken language in the country (Singapore General Household Survey, 2015).

**Social network size** was measured by asking respondents to estimate the approximate number of friends they have on the social network that they use the most (1 = 0–50 people, 2 = 51–200 people, 3 = 201–500 people, 4 = 501–1000 people, 5 = 1001–2000 people, and 6 = more than 2000 people) (United States: \( M = 2.79, SD = 1.63 \); Singapore: \( M = 2.54, SD = 1.39 \)).

**Demographic variables**, including age, gender, education, income, and race, were used as controls. This study also accounts for the levels of political trust, deepfakes exposure, and concerns regarding deepfakes as controls. The demographic report is summarized in Table 1.

**Political trust** was measured by asking respondents to rate their level of trust in the national government on a seven-point scale. A higher value represents greater political trust (United States: \( M = 4.40, SD = 1.96 \); Singapore: \( M = 4.51, SD = 1.29 \)). Political trust was included since an engagement with disinformation has been found to affect trust in political institutions (Ognyanova et al., 2020).

**Deepfakes exposure** was created as an index of averaging two items asking respondents how frequently (1 = not at all to 5 = extremely) do they come across deepfakes on social media sites and the internet in general, other than social media sites (United States: \( M = 2.79, SD = 1.43 \), Spearman-Brown (SB) Coefficient = 0.92; Singapore: \( M = 2.63, SD = 1.05 \), SB Coefficient = 0.90).

**Deepfakes concern** was measured by two items, asking respondents how concerned (1 = not at all to 5 = extremely) are they with the use and online trend of deepfakes. Two items were combined to form an index (United States: \( M = 3.62, SD = 1.20 \), SB Coefficient = 0.91; Singapore: \( M = 3.18, SD = 1.11 \), SB Coefficient = 0.88).

The statistical models for the United States also included **partisanship** (1 = strong democrat to 7 = strong republican) and **mainstream media trust** (\( M = 3.40, SD = 1.11 \), min–max = 1 to 5) as control variables.\(^1\)

4. Results

Before investigating the proposed hypotheses and research questions, this study examined the statistical differences in inadvertent deepfakes sharing, exposure to and concern regarding deepfakes, political interest, cognitive ability, and social network size of respondents in the United States and Singapore.

The percentage of respondents who inadvertently shared deepfakes significantly differed between countries, \( \chi^2 (2, 1426) = 5.34, p < .05 \). The respondents in the United States were more frequent in inadvertently sharing deepfakes than those in Singapore.

The \( t \)-test analyses (see Table 2) suggested that the respondents in the United States had higher levels of exposure to deepfakes, \( t(1390.74) = 2.26, p < .05 \), greater concerns regarding deepfakes, \( t(1417.33) = 7.24, p < .001 \), and higher levels of political interest, \( t(1409.36) = 14.74, p < .001 \) than the respondents in Singapore. The respondents in the United States also had more extensive social networks, \( t(1423.76) = 3.09, p < .001 \). On the other hand, respondents in Singapore had higher levels of cognitive ability as compared to those in the United States, \( t(1421.82) = -4.30, p < .001 \).

Logistic regressions were performed to examine the predictors of inadvertent deepfakes sharing in both countries. This was followed by logistic regressions with two-way interaction effects using the cognitive ability and social network size as moderators to estimate their moderating effects on the relationship between political interest and inadvertent deepfakes sharing. The range of VIF values for all models were below the acceptable limits (United States: 1.11 to 2.04; Singapore: 1.02 to 1.51)\(^2\). The results are summarized in Table 3.

Among the control variables, deepfakes exposure was found to be positively associated with inadvertent deepfakes sharing in both

\(^1\) Mainstream media trust was created by asking the respondents how frequently do they trust mainstream news organizations a) nationally, b) locally, and c) internationally (e.g., how much do you trust the information you get from national news organizations) on a five-point scale (1 = not at all to 5 = extremely).

\(^2\) Linear regression procedures were used to calculate the VIF values.
Therefore, individuals who were more likely exposed to deepfakes were more likely to inadvertently share them. This result is consistent with recent studies that have found a positive association between exposure to disinformation and disinformation sharing behavior (Grinberg et al., 2019; Halpern et al., 2019). In the United States, republicans were more likely to inadvertently share deepfakes than democrats ($B = 0.106 (0.054)$, $Exp (B) = 1.112$, $p < .05$).

Regarding the main effects of the independent variables of interest (block 1), political interest was found to be positively related to inadvertent deepfakes sharing in both countries [United States, $B = 0.216 (0.110)$, $Exp (B) = 1.241$, $p < .05$; Singapore, $B = 0.320 (0.106)$, $Exp (B) = 1.377$, $p < .01$]. Therefore, in line with current research on disinformation (Chadwick and Vaccari, 2019), this study confirms the idea that those with higher levels of political interest are more likely to share deepfakes inadvertently. Thus, H1 was supported.
In addition, cognitive ability was found to be negatively associated with inadvertent deepfakes sharing in both the United States, \( B (SE) = -0.338 (0.048) \), \( \text{Exp}(B) = 0.713 \), \( p < .001 \) and Singapore, \( B (SE) = -0.348 (0.045) \), \( \text{Exp}(B) = 0.706 \), \( p < .001 \), thereby confirming that individuals with higher cognitive ability are less likely to inadvertently share deepfakes (RQ1).

Regarding RQ3, it was found that social network size is not significantly associated with inadvertent deepfakes sharing in either of the countries.

Recall RQ2 and RQ4 explored the moderation effects of cognitive ability and social network size on the relationship between political interest and inadvertent deepfakes sharing. The results (block 2) suggests that the relationship between political interest and inadvertent deepfakes sharing is moderated by social network size with statistical significance in both, United States, \( B (SE) = 0.118 (0.060) \), \( \text{Exp}(B) = 1.126 \), \( p < .05 \), and Singapore, \( B (SE) = 0.141 (0.070) \), \( \text{Exp}(B) = 1.151 \), \( p < .001 \) (RQ4). The relationship is plotted in Fig. 1. The moderation relationship of cognitive ability on political interest and inadvertent deepfakes sharing is not significant in either the United States or Singapore (RQ2).

5. Discussion

This study is one of the first to offer insights into the inadvertent sharing of deepfakes and highlights the role played by political interest, a key motivation for political engagement, is also positively associated with the sharing of deepfakes.

The core findings of the study emphasize the unintentional adverse effects of political interest and the mitigating influence of cognitive ability. Politically interested users are frequent consumers of news and information. They are more likely to be following journalists and news organizations on social media, a relationship that is positively associated with sharing information online (Weeks and Holbert, 2013). Sharing news and information is also considered a socially engaging activity that produces significant individual and interpersonal consequences (Choi and Lee, 2015), including substantial political learning and participatory benefits. Therefore, politically interested citizens might be inadvertently sharing deepfakes because of several reasons, including increased exposure to news and information, network characteristics, and to accrue social and political gains.

While political interest increases the likelihood of inadvertent deepfakes sharing, this study also finds that cognitive ability is negatively associated with deepfakes sharing in both the United States and Singapore. Thus, individuals with high cognitive skills are less likely to share deepfakes. Notably, the effects of cognitive ability on deepfakes sharing are observed even after controlling for education. A common assumption is that cognitive skills mirror education (Herrnstein and Murray, 1994). However, education and cognitive skills are not collinear. Measures of education often inadequately capture cognitive skills (Hauser, 2000; Raudenbush and Kasim, 1998). The findings of the study highlight that the ability to distinguish the false nature of deepfakes from real information lies in the differences in the cognitive skills of online users. Perhaps, along with digital media literacy, a greater emphasis on the development of the cognitive abilities of online users is required to restrict the spread of deepfakes.

This study did not detect the direct impact of social network size on deepfakes sharing. However, it was observed that the propensity to share deepfakes inadvertently was significantly higher for politically interested citizens with more extensive social networks than those with smaller networks. The pattern of this observation was stable across both countries. Citizens with high political interest are more involved and informed about public and political affairs than others. Politically interested citizens are found to be self-designated opinion leaders (Shah and Scheufele, 2006; Wadbring and Ödmark, 2016), especially when they have more extensive social networks. Park and Kaye (2017, p.178) argue that the self-perceived level of ‘opinion leadership in the social media age is not a function of the presence of certain predispositions or personal characteristics so much as a function of the size and diversity of an individual’s network.’ Further, opinion leadership is often associated with perceived intelligence and social sharing of judgment about public affairs (Chan and Misra, 1990). Drawing inferences from these studies, we speculate that when they receive new information (in
the form of a deepfake), they are motivated to share such content (without the realization of its manipulative nature) within their networks with the aim of more extensive social influence.

This study reveals that when politically interested users engage with manipulative media, it may lead to adverse consequences in the form of disinformation spread, which are more pronounced in politically interested users with more extensive social networks. It may be unfeasible to anticipate and eradicate deepfakes from social media platforms (Chesney and Citron, 2019). As a first step, tech companies like Facebook, Twitter, and Google label manipulated online content such as deepfakes (Schoolov, 2019; Shead, 2020). But consequently, we need more efforts in the form of digital media literacy and cognitive development programs to educate individuals with lower cognitive skills, who are more vulnerable when exposed to disinformation. While we are still in the early days of deepfakes and most of the content is restricted to pornographic websites (Simonite, 2019), it is difficult to deny that manipulated deepfakes will have a much-amplified impact in the days to come. Therefore, stricter regulations implemented by tech companies in combination with a broader skillset development of low cognitive individuals are required to counteract the damaging effects of deepfakes.

Our findings also reveal some interesting differences in how deepfakes are perceived in the United States versus Singapore. Though not the central aim of this study, a formal statistical comparison reveals that respondents in the United States were more concerned and exposed to deepfakes and thereby also accidentally shared more deepfakes than those in Singapore. These findings are not surprising, given the widespread relevance and public discussion surrounding deepfakes in the United States. More recently, a rise in the number of deepfakes, including fabricated deepfakes of Richard Nixon and President Donald Trump, has raised anxieties regarding the damaging potential of this form of disinformation. Singapore, on the other hand, has not witnessed direct impacts of deepfakes, and the government has prevented the circulation of fake news through legislation to inhibit the pervasive threat of disinformation (Fang, 2019). However, this does not eliminate the threat posed by deepfakes for the Singaporean society. A recent survey found that 80% of Singaporeans believed that they could discern real from fake news, yet 90% of the respondents failed to identify a fake news headline (Fang, 2019). The government’s legislation to inhibit the pervasive threat of disinformation would help, but more efforts will be required to educate the citizenry in effectively negating deepfakes.

Finally, we recognize some of the limitations of this study. First, the study uses self-reported survey data in analyzing deepfakes behavior. The operationalization of inadvertent deepfakes behavior is dependent on respondents’ recollection of such sharing. It is likely others could have inadvertently shared deepfake without any realization or recollection. The relationships reported in this study can be explored through experimental frameworks to make precise causal inferences. Second, while excluding those respondents who were not aware of deepfakes before the study increases the specificity of the findings, it also creates a bias. The sample used here was more politically interested than those who were not aware of deepfakes. As such, the generalizability of the findings is limited. Third, this study measures general political interest as a single item, which is useful to compare the overall political interest of social media users across contexts. However, in future work, a more nuanced understanding of political interest could offer further insights, such as general political interest or electoral interest in deepfake sharing. Finally, this study chose to operationalized cognitive ability via verbal intelligence, a dimension closely associated with other forms of intelligence (Colom et al., 2005). Future scholars may explore if the patterns generalize, as they are expected to, across other dimensions of cognitive ability (e.g., numerical and visuospatial skills). Notwithstanding the limitations, the robustness of the findings across two contexts offers essential insights into inadvertent deepfakes sharing behavior of the citizenry.
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