A colored mean-field model for analyzing the effects of awareness on epidemic spreading in multiplex networks
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We study the impact of susceptible nodes’ awareness on epidemic spreading in social systems, where the systems are modelled as multiplex networks coupled with an information layer and a contact layer. We develop a colored heterogeneous mean-field model taking into account the portion of the overlapping neighbors in the two layers. With theoretical analysis and numerical simulations, we derive the epidemic threshold which determines whether the epidemic can prevail in the population, and find that the impacts of awareness on threshold value only depends on epidemic information being available in network nodes’ overlapping neighborhood. When there is not any link overlap between the two network layers, the awareness cannot help to raise the epidemic threshold. Such an observation is different from that in a single-layer network, where the existence of awareness almost always helps.

PACS numbers: 89.75.-k,87.23.Cc

Network epidemiology involves individual contact information and behavioral response. It should be meaningful to study how the epidemic information-based behavioral response affects the epidemic spreading. We can assume that an individual promptly obtains relatively accurate information from the current circumstances and responses to the epidemics via reducing its susceptibility. Generally speaking, the information network may not be exactly the same as the contact network and yet there may exist remarkable link overlap between the information and contact networks. Hence, a multiplex network framework can be used to analyze the influence of awareness on the epidemic spreading. To solve the theoretical analysis problem, we develop an edged-colored heterogeneous mean-field approach, and derive the threshold value of epidemic outbreak. By doing so, we can analyze the effects of the link overlap and inter-layer degree correlation between the information and contact layers. It is found that only epidemic information being available in network nodes’ neighborhood overlapping in two layers helps change the epidemic threshold.

I. INTRODUCTION

In recent years, modelling disease spreading in complex networks as a research problem has attracted wide attentions from various research communities in mathematical, computer, physical and biological sciences areas. The developed epidemic spreading theories have found applications in social networks, transportation systems and computer networks [1], etc.

Among such researches, an important topic is to understand the effects of awareness on epidemic spreading, also known as the effects of risk perception. Specifically, many infectious diseases (e.g., SARS and flu) exhibit certain visible symptoms which can be easily observed by ordinary individuals. Further, people may know who have been infected, not necessarily by direct observations, but by information propagating from their friends. With the awareness of the epidemic spreading in their surroundings, healthy individuals may tend to take certain actions (e.g., wearing protective masks, washing hands frequently, or staying home etc.), which generally help reduce their risks of getting infected [2, 3]. Disease-induced awareness therefore plays a critical role in epidemic spreading and control, and cannot be ignored in any serious modeling efforts aiming to help improve real-life applications [4].

To incorporate the effects of awareness into the epidemic spread modeling, a typical approach is to try to reveal the relation between individual susceptibility (denoted by $y$) and the epidemic information it has (denoted by $x$), which may be represented by an awareness/response function $y = \phi(x)$. It may be assumed that this function satisfies (i) $\phi(0) = \phi_0$; (ii) $\phi'(x) \leq 0$; and (iii) $0 \leq \phi(x) \leq 1$ [3]. Some researches have been conducted on developing various awareness functions, in linear [3, 5] or nonlinear forms [6–8]. Besides, the system spreading dynamics model with a general awareness function has been investigated for the susceptible-infected-susceptible (SIS) model [9] and the susceptible-infected-recovered/removed (SIR) model [10] respectively, adopting an effective degree (EDF) modeling approach and having managed to achieve a satisfactory accuracy [11, 12].

An important topic for studying the effects of awareness is to evaluate how risk perception may affect [3, 5–10] epidemic threshold, infections with a transmissibility higher than which may have a good chance to prevail. This is highly relevant to epidemic control for public health. It is found that epidemic threshold may be strongly affected by local behavioral responses based on individuals’ situation awareness. Since the epidemic information has many resources, it is of significance to study which type of the epidemic information spreading and the corresponding responses may affect epidemic threshold. In [3], we considered the case where there exists spreading of two types of information, namely the infection information in the neighborhood and in the whole network respectively. The former is called the local information, which is obtained
by individual observations or communications. The latter is called the global information, which may be obtained from the mass media (e.g., television or radio broadcasts regarding the spread of any disease). It is shown that the epidemic threshold depends on the response to the local (but not global) information. Yan et al. [5] analyzed the effects of epidemic information spreading from two different types of information resources: the mildly infected neighbors and severely infected neighbors. The former still can infect susceptible nodes and are called the direct information resources. The latter cannot infect susceptible nodes and are called the indirect information resources. It is revealed that the epidemic threshold can only be affected by information from direct information resources. In [10], we studied the SIR epidemic model with a general awareness function and obtained that the infection information from the infected neighbors can affect the epidemic threshold, while the recovery information from the recovered neighbors does not help. For a susceptible node, the information about the infected nodes that can potentially transmit the disease to the susceptible node is referred to as the contact-based epidemic information. Overall, one can conclude that only the contact-based epidemic information affects the epidemic threshold.

The above studies have all adopted the assumption that epidemic information propagation and disease spreading happen in the same network. An important recent development is introducing multiplex network model, also known as multilayer network model, into the research on epidemic spreading in social systems. In a multiplex network, there exist two different layers which may not necessarily be of the same topology or having the same set of nodes: awareness spreads on the information layer (or say subnetwork) and the epidemic spreads on the contact layer. From a realistic point of view, people may get epidemic information from their friends via mobile phones or online platforms. The friendship network may not be exactly the same as the contact network [13], yet there may exist remarkable link overlap between the friendship and contact networks. In this sense, the framework of multiplex/multiplayer networks can be effective in analyzing the dynamical interplay between individual behaviors and spreading dynamics [14–16].

While extensive studies have been carried out on epidemic spreading in multiplex networks with a strong sense on analyzing awareness spreading dynamics (e.g., [16, 17]), studies focusing on the effects of risk perception in multiplex network models are still relatively limited. Massaro and Bagnoli [18] were the first to consider a discrete-time model with risk perception in a multiplex network. They developed an efficient iteration method to compute the epidemic threshold. Their results showed that the epidemic threshold can be raised higher by increasing the structure similarity between the information and contact layers. However, this study did not provide a general dynamical model or derive an explicit expression of epidemic threshold in multiplex networks with general degree distribution and link overlap.

There are some important research problems remain largely open. First, how could a continuous-time dynamical evolution model be built to predict the epidemic spreading dynamics and further to derive the explicit expression of epidemic threshold? Secondly, how does the epidemic threshold depend on the inter-layer degree correlation (i.e., the correlation between the node degrees in different layers [19–21]) and the portion of overlapping links in the whole network [22–25]? Thirdly, what kinds of epidemic information may affect the epidemic threshold as that in the single network?

To help answer these questions, in this paper we consider the effect of awareness on epidemic spreading in multiplex networks with general degree distribution and awareness function. We shall develop a novel generalized form of heterogeneous mean-field (HMF) approach to build a dynamical model and derive an explicit expression of epidemic threshold. Further, we will analyze the influences of link overlap, inter-layer correlation and behavioral response on the epidemic threshold and epidemic prevalence. These theoretical arguments are also verified by the continuous-time stochastic simulations.

The remainder of this paper is organized as follows: In Section II, we propose the multiplex network modelling framework used in the theoretical analysis; then in Section III, we build the dynamical model and derive the condition of an epidemic outbreak. In Section IV, we present numerical simulations to verify the theoretical results, and to analyze the influence of link overlap and behavioral response on the epidemic spreading. Finally, in Section V we conclude the paper.

II. MULTIPLEX NETWORK MODELLING FOR STUDYING EFFECTS OF SITUATION AWARENESS

A multiplex network is a network with multiple types of links connecting the same set of nodes on multiple different layers, composing into a subnetwork on each of these layers. A general multiplex network model may consist of $M$ layers and $N$ nodes and each layer can be defined by a subgraph $G_x = (V_x, E_x)$, where $V_x$ is the vertex set and $E_x$ is the edge set of layer $x$. We consider the case where $M = 2$, i.e., the duplex network with two layers, denoted as $a$ and $b$ respectively. We define that the layer $a$ denotes the information layer, on which a node may spread and receive epidemic information, and the layer $b$ represents the contact layer, on which the epidemic spreads. Since the whole network has a finite size, there exist a maximal degree $M_a$ for layer $a$ and a maximal degree $M_b$ for layer $b$, respectively.

Pastor-Satorras and Vespignani developed a heterogeneous mean-field (HMF) approach to analyze the SIS epidemic spreading in heterogenous networks with a given degree distribution $P(k)$ [26]. In the HMF modeling framework, network nodes are grouped by their degrees and dynamical states. Such an approach is very effective in analyzing the multi-state epidemic model in complex networks [27] and scaling properties [28]. When considering multiplex/multiplayer networks, a natural generalization of the HMF model is to introduce the vector degree $k = (k_a, k_b)$ to denote a class of nodes with degree $k_a$ in layer $a$ and degree $k_b$ in layer $b$ [29]. By using the generalized HMF approach, Sanz et al. [30] studied the dynamics of two interacting pathogens in multiplex networks. In [21], we studied the epidemic spreading of SIS model in...
Moreover, its quantities (i.e., respective marginal probability distributions of node degree) configuration model, avoiding the link overlap across each subnetworks by using the generating algorithm of the standard by Eq. (1); then we may construct three randomly connected subnetworks. To reflect subnetwork overlap in more details, we here in-
surance will become clearer in the following subsections.

As a generalization of the configuration model in a single network [31], one can generate the random duplex network with a given joint degree probability $p(\vec{k})$. To be specific, three degree sequences corresponding to three kinds of degrees are firstly generated according to $g(k_a^r, k_b^r, k_o)$ obtained by Eq. (1); then we may construct three randomly connected subnetworks by using the generating algorithm of the standard configuration model, avoiding the link overlap across each layer. Finally, one link between a node and its $k_o$ neighbors in the third subnetwork is copied and changed into an edge between the same pair of nodes in both the first and the second subnetworks.

For the joint vector degree distribution $p(k_a, k_b, k_o)$, the respective marginal probability distributions of node degree $\vec{k}$ read as

$$
p(k_a) = \sum_{k_b, k_o} p(k_a, k_b, k_o),

p(k_b) = \sum_{k_a, k_o} p(k_a, k_b, k_o),

p(k_o) = \sum_{k_a, k_b} p(k_a, k_b, k_o).
$$

Moreover, its $n$-th order moment can be written as

$$
\langle k_a^n \rangle = \sum_{k_a, k_b, k_o} k_a^n p(k_a, k_b, k_o) = \sum_{k_a} k_a^n p(k_a),

\langle k_b^n \rangle = \sum_{k_a, k_b, k_o} k_b^n p(k_a, k_b, k_o) = \sum_{k_b} k_b^n p(k_b),

\langle k_o^n \rangle = \sum_{k_a, k_b, k_o} k_o^n p(k_a, k_b, k_o) = \sum_{k_o} k_o^n p(k_o).
$$

and

$$
\langle k_a^n \rangle p = \sum_{k_a, k_b, k_o} k_a^n p(k_a, k_b, k_o) = \sum_{k_a} k_a^n p(k_a).
$$

For the remaining degree distribution, its marginal probabilities (i.e., $g(k_a^o), g(k_b^o), g(k_o)$) and the $n$-th order moment of

$$
g(k_a^o, k_b^o, k_o) = p(k_a^o + k_o, k_b^o + k_o, k_o). \quad (1)
$$

the joint probability (i.e., $\langle k_a^o \rangle, \langle k_b^o \rangle, \langle k_o^n \rangle$) $g$ can also be obtained similarly.

Let $N_k^r (N_k^o)$ denote the number of nodes in class with degree $k$ ($\vec{k}$). Clearly, $N_k^r = N p(k_a, k_b, k_o)$ and $N_k^o = N g(k_a^o, k_b^o, k_o)$.

Denote $N_L^r(i)$ as the neighborhood of node $i$ at the layer $x$ for $x = a, b$. Furthermore, we define the overlapping ratio for node $i$ as follows

$$
\sigma(i) = \frac{|N_L^r(i) \cap N_L^o(i)|}{\min\{|N_L^r(i)|, |N_L^o(i)|\}}.
$$

Then, the mean overlapping ratio is given by

$$
\sigma = \frac{\sum_{i=1}^N \sigma(i)}{N}.
$$

Given the joint probability $g(k_a^r, k_b^r, k_o)$, we shall then have

$$
\sigma = \frac{\sum_{i=1}^N \sigma(i)}{N} \min\{k_a^r(i), k_b^r(i)\}

= \sum_{k_a^r, k_b^r, k_o} k_o g(k_a^r, k_b^r, k_o) \min\{k_a^r + k_o, k_b^r + k_o\}.
$$

Another measure of multiplex network is the clustering coefficient. Baxter et al. [32] gave a general formula for computing the clustering coefficient (both global clustering coefficient in the whole network and partial clustering coefficient in a given layer or several given layers) in a configuration multiplex network defined by joint multi-degree distribution. They showed that the cluster coefficient is very small for a large sparse random network. The clustering coefficient or the number of cycles in a graph is relevant for accurate epidemic modelling [31]. In our model, the mean clustering coefficient $C$ of...
the aggregated network shall be used to characterize the transitivity of the multiplex network, as will be seen in the next section.

III. THEORETICAL ANALYSIS

A. Notations and assumptions

In this paper we investigate the effect of situation awareness using the SIS model, which is widely applicable and may be adopted for modelling some epidemic diseases such as meningitis and gonorrhea [33]. The standard network SIS spreading model assumes that a susceptible node is infected at a probability $\beta \Delta t$ by each of its infected neighbors, and each infected node recovers with a probability $\mu \Delta t$ and moves to the susceptible state again within a time $\Delta t$.

Individual awareness may reshape the function of infection rate, which is dependent on the number of the infected neighbors. Denote $n_e(i)$ as the number of infected neighbors of node $i$ at the layer $x$ and $n_o(i)$ the number of the infected neighbors in the overlapping region of node $i$. These values form a vector $\vec{n} = (n_o, n_b, n_o)$. Meanwhile, we define $n'_e(i)$ be the number of remaining infected neighbors of node $i$ at the layer $x$ and $n'_o(i)$ is $n_o(i)$. These values also can be written into a vector $\vec{n}' = (n'_o, n'_b, n'_o)$ (see Fig. 1). With these notions, $\beta$ is replaced by $\beta \psi(\vec{k}^r, \vec{n}^r)$, which is referred to as the awareness function and it must satisfy: (i) $\psi(\vec{k}^r, \vec{n}^r) = g(\vec{k}^r)$; (ii) $\psi(\vec{k}^r, \vec{n}^r) \leq \psi(\vec{k}^r, \vec{n}^r)$ if $\vec{n}^r$ $\leq$ $\vec{n}'^r$; (iii) $\psi(\vec{k}^r, \vec{n}^r) > 0$; and (iv) $0 \leq \vec{n}'^r$ $\leq$ $\vec{k}^r$.

Clearly, $\psi(\vec{k}^r, \vec{n}^r)$ is defined as a generalization of the function $\phi(x)$ and it comprises three kinds of information sources: (i) $\Omega_a \setminus \Omega_b$, i.e., the neighborhood on only layer $a$; (ii) $\Omega_b \setminus \Omega_a$, i.e., the neighborhood on only layer $b$; and (iii) $\Omega_a \cap \Omega_b$, i.e., the neighborhood on both of two layers $a, b$.

To evaluate the impact of epidemic-information based awareness on the epidemic spreading, we assume that $g(\vec{k}^r) = 1$ and $\psi(\vec{k}^r, \vec{n}^r)$ satisfies $n'_e \geq 0$ since the awareness depends on the information subnetwork. That is to say, $\psi(\vec{k}^r, \vec{n}^r) = \psi(\vec{n}_o, 0, \vec{n}_b, 0, n_o)$.

In epidemiology, the mathematical model provides a powerful tool to analyze the disease dynamics. Due to the merits of HMF approach in analyzing recurrence epidemic spreading [12, 34], we adopt the HMF approach to model the dynamical evolution. Note that the previous modelling approach based on vector degree ($k_o, k_b$) is not suitable for the present model because the mean-field rate equations based on this classification cannot be closed and be further analyzed. To tackle the problem, we use the vector degree $\vec{k}^r$ to build the dynamical models.

Specifically, denote $\rho_{X}^c(t)$ ($s_{X}^c(t)$) as the fraction of infected (susceptible) nodes of vector degree $\vec{k}^r$. Obviously, $\rho_{X}^c(t) + s_{X}^c(t) = 1$. Let $I_{X}^c(t)$ represent the number of infected nodes at time $t$ in class with degree $\vec{k}$ ($\vec{k}^r$). We have $\rho_{X}^c(t) = I_{X}^c(t)/N_{X}^c$.

B. A colored HMF approach

The mean-field rate equations depend on the transition probabilities from susceptible to infected and from infected to susceptible respectively, i.e., $W_{sp}^k(t) : s_{X}^c(t) \rightarrow \rho_{X}^c(t)$ and $W_{ps}^k(t) : \rho_{X}^c(t) \rightarrow s_{X}^c(t)$. In an infinitesimal interval $(t, t + \Delta t]$, the dynamical equations can be presented as

$$
\rho_{X}^c(t + \Delta t) = \rho_{X}^c(t) \left[1 - W_{ps}^k(t)\right] + \left[1 - \rho_{X}^c(t)\right] W_{sp}^k(t).
$$

(2)

This mean-field equation does not consider dynamical correlations between two connected nodes [35], meaning that the states of each node’s neighbors are independent with the state of that node. Following the definition of the stochastic model, it is easy to know that $W_{sp}^k(t) = \gamma \Delta t$. However, it is not straightforward to compute the value of $W_{sp}^k(t)$. Using the law of total probability, we can get that

$$
W_{sp}^k(t) = \mathbb{P}[s_{X}^c(t) \rightarrow \rho_{X}^c(t)] = \sum_{n'_o, n'_b, n'_o} \mathbb{P}[s_{X}^c(t) \rightarrow \rho_{X}^c(t) | n'_o, n'_b, n'_o] \mathbb{P}[n'_o, n'_b, n'_o] = \sum_{n'_o, n'_b, n'_o} \left\{1 - \left[1 - \beta \psi(\vec{k}^r, \vec{n}^r) \Delta t\right]^{n'_o}\right\} \mathbb{P}[n'_o, n'_b, n'_o]
$$

where $n_o = n'_o + n_o$. After substituting this into the equation (2) and performing a simple transformation, one can obtain the rate equation that

$$
\frac{d}{dt} \rho_{X}^c(t) = -\gamma \rho_{X}^c(t) + \left[1 - \rho_{X}^c(t)\right] \beta \sum_{n'_o, n'_b, n'_o} \psi(\vec{k}^r, \vec{n}^r) n_o \mathbb{P}[n'_o, n'_b, n'_o].
$$

(3)

Here, the summation computation is employed by taking $0 \leq n'_o \leq k_o', 0 \leq n'_b \leq k_b'$ and $0 \leq n_o \leq k_o$. We can see that Eq. (3) should be closed by establishing the expression of the joint probability $\mathbb{P}[n'_o, n'_b, n'_o]$, which is actually the conditional probability $\mathbb{P}[n'_o, n'_b, n'_o | \vec{k}^r]$. In the present work, the topological connectivity for each layer is unclustered, which means that one neighbor’s state is independent of another. Moreover, the aggregated network structure is also required to be unclustered. This holds approximatively for a multiplex network with a small number of cycles of length $3$. In that case, the joint probability can be approximately decomposed into the product of three terms, i.e.,

$$
\mathbb{P}[n'_o, n'_b, n'_o | \vec{k}^r] = \mathbb{P}[n'_o | \vec{k}^r] \mathbb{P}[n'_b | \vec{k}^r] \mathbb{P}[n_o | \vec{k}^r].
$$

For further analysis, we let $\theta_{x}^c(t)$ be the probability that a randomly-chosen node among $x = k_o', k_b', k_o$ neighbors of a susceptible node with vector degree $k$ is infected at time $t$. If $x = 0$, then it is natural to define $\theta_{x}^c(t) = 0$. In what follows, we focus on the nonzero case. Generally, $\theta_{x}^c(t)$ is
related to \( \vec{k}^r \) class [36, 37] and can be computed by a conditional or joint probability

\[
\theta_{\vec{k}^r,x}(t) = \frac{\sum_{\vec{k}'} x' P[\vec{k}', \vec{k}^r] \rho_{\vec{k}'}(t)}{\sum_{\vec{k}'} x' P[\vec{k}', \vec{k}^r]},
\]

(4)

Here \( x' \) is a component of \( \vec{k}' \) and represents \( k'_a, k'_b \) or \( k'_c \). By using these quantities, we can get that

\[
P[n_{a}^{r},n_{b}^{r},n_{o}^{r}] = P[n_{a}^{r}][k^{r}] P[n_{b}^{r}][k^{r}] P[n_{o}^{r}][k^{r}]
\]

\[
= B_{k_{a}^{r},n_{a}^{r}}(\theta_{\vec{k}^{r},k_{a}^{r}}(t)) B_{k_{b}^{r},n_{b}^{r}}(\theta_{\vec{k}^{r},k_{b}^{r}}(t)) B_{k_{o}^{r},n_{o}^{r}}(\theta_{\vec{k}^{r},k_{o}^{r}}(t)),
\]

where

\[
B_{k_{i},(x)} = \binom{k}{i} x^{i} (1 - x)^{k-i},
\]

denotes the binomial factor [38]. As a result, we can write the dynamical model as follows

\[
d\frac{dt}{d\rho_{\vec{k}^{r}}(t)} = -\gamma \rho_{\vec{k}^{r}}(t) + \beta [1 - \rho_{\vec{k}^{r}}(t)] \sum_{n_{a}^{r},n_{b}^{r},n_{o}^{r}} \{\psi(\vec{k}^{r},\vec{n}^{r})\}
\times
B_{k_{a}^{r},n_{a}^{r}}(\theta_{\vec{k}^{r},k_{a}^{r}}(t)) B_{k_{b}^{r},n_{b}^{r}}(\theta_{\vec{k}^{r},k_{b}^{r}}(t)) B_{k_{o}^{r},n_{o}^{r}}(\theta_{\vec{k}^{r},k_{o}^{r}}(t))\).
\]

For mathematical analysis, we assume that the topological connectivity for each layer is unc当地related, which indicates that the degree of \( k' \) of a randomly-chosen neighbor of a susceptible node is unrelated to the degree of the susceptible node; then the probability of a randomly-chosen neighbor of a susceptible node being \( k' \) is proportional to \( k' p(k') \). Since the uncorrelated assumption is made for every layer, \( P[k_{a},k_{a}^{r}] = P[k_{a}] P[k_{a}^{r}] \) and \( P[k_{b},k_{b}^{r}] = P[k_{b}] P[k_{b}^{r}] \). This is however insufficient for modelling the multiple degree correlations in multiplex networks. It is thus further assumed that \( P[k^{r},k^{r}] = P[k] P[k] \), which holds approximately when the link overlap is randomly generated. Under this assumption, \( \theta_{\vec{k}^{r},x}(t) \) is not related to \( k^{r} \) and obeys

\[
\theta_{\vec{k}^{r},x}(t) \simeq \frac{\sum_{\vec{k}'} x' q(\vec{k}^{r}) \rho_{\vec{k}'}(t)}{\sum_{\vec{k}'} x' q(\vec{k}^{r})} := \theta_{x}(t).
\]

(6)

After substituting (6) into (5), we obtain a simple dynamical system

\[
d\frac{dt}{d\rho_{\vec{k}^{r}}(t)} = -\gamma \rho_{\vec{k}^{r}}(t) + \beta [1 - \rho_{\vec{k}^{r}}(t)] \sum_{n_{a}^{r},n_{b}^{r},n_{o}^{r}} \{\psi(\vec{k}^{r},\vec{n}^{r})\}
\times
B_{k_{a}^{r},n_{a}^{r}}(\theta_{\vec{k}_{a}^{r}}(t)) B_{k_{b}^{r},n_{b}^{r}}(\theta_{\vec{k}_{b}^{r}}(t)) B_{k_{o}^{r},n_{o}^{r}}(\theta_{\vec{k}_{o}^{r}}(t))\).
\]

(7)

**Remark 1:** For each layer of the network, we actually allocate two colors to all the edges. That is, every overlapped edge has color 1 and every remaining edge has color 2. This framework can be generalized to the SIS epidemic model with general colored degree in single-layer networks, where \( l \) colors are allocated to all the edges and the joint probability is denoted by \( q(\vec{k}) = q(k_1, k_2, \ldots, k_l) \) with \( 1 \leq l \leq L \). Here, \( L \) is the total number of edges in the single-layer network. In this sense, the proposed HMF model is referred to as the (edge-colored heterogenous mean-field (cHMF) model.

**Remark 2:** In Eq. (7), we cannot simplify the model formulation. However, when we consider a linear form of awareness function, i.e., \( \psi(\vec{k}^{r},\vec{n}^{r}) = 1 - \alpha n_{o}/k_{o} \), the summation of the system can be computed by making use of the properties of binomial distribution.

**Remark 3:** Note that the configuration network has a small clustering coefficient and is degree-uncorrelated since it is randomly generated by the vector degree distribution. The mean-field rate equations (7) thus hold naturally for the configuration multiplex network randomly generated by \( q(\vec{k}^{r}) \).

### C. Epidemic thresholds

We shall work on determining the condition of epidemic outbreak, by which we can study the impact of individual awareness on the epidemic threshold. We firstly perform the linear stability analysis on Eq. (7). The linear system takes the form

\[
d\frac{dt}{d\rho_{\vec{k}^{r}}(t)} = -\gamma \rho_{\vec{k}^{r}}(t) + \beta \psi(\vec{k}^{r}, 0, 0, 1) k_{o} \theta_{o}(t) + \beta k'_{c} \theta_{b}(t).
\]

(8)

Thus the Jacobian matrix of the above model at point disease-free equilibrium (denoted by \( J \)) is

\[
J = \gamma I + \beta H
\]

where

\[
H_{\vec{k}^{r},\vec{k}^{r}'} = \left[ \begin{array}{cc}
\psi(\vec{k}^{r}, 0, 0, 1) k_{o} & k'_{c} k_{o} \\
\left(k_{o} \right) & \left(k_{o} \right) \\
\end{array} \right] q(\vec{k}^{r}).
\]

From this, one can observe that the epidemic threshold \( \tau_{c} \) is inversely proportional to the leading eigenvalue of matrix \( H \), i.e.,

\[
\tau_{c} = \frac{1}{\lambda_{\text{max}}(H)}.
\]

(9)

This indicates that the impact of epidemic information on the epidemic threshold is related to the overlapping structure. Specifically, the structure of network overlapping can be divided into five separate cases: (i) \( E_{a} \cap E_{b} = \emptyset \); (ii) \( E_{a} = E_{b} \); (iii) \( E_{a} \supset E_{b} \); (iv) \( E_{a} \subset E_{b} \); and (v) \( E_{a} \cap E_{b} = \emptyset \). It is easy to compute their respective overlapping ratios. For case (i), \( \sigma = 0 \); for cases (ii),(iii),(iv), \( \sigma = 1 \); and for case (v), \( 0 < \sigma < 1 \).
By Eq. (9), we can obtain the results of epidemic thresholds for different cases. These results are summarized in Table I, where \( \tau_c^1 = \frac{\langle k^3 \rangle}{\langle k^2 \rangle^2}, \tau_c^2 = \frac{\langle k_a \rangle}{\langle \psi(k',0.0,1)k^2 \rangle}, \) and \( \tau_c^3 \) is computed by Eq. (9).

In fact, \( \tau_c^3 \) can also be explicitly given. Note that Eq. (8) is similar to the formulation of Eq. (1) in ref. [21]. Using the same technique, the explicit expression of epidemic threshold \( \tau_c^3 \) can be derived as

\[
\tau_c^3 = \frac{2}{c_2 + c_3 + \sqrt{(c_2 - c_3)^2 + 4c_1}}
\]

Here, \( c_1 = \frac{\langle \psi(k',0.0,1)k^3 \rangle}{\langle k_a \rangle}, \) \( c_2 = \frac{\langle \psi(k',0.0,1)k^2 \rangle}{\langle k_a \rangle}, \) and \( c_3 = \frac{\langle k^2 \rangle}{\langle k_a \rangle}. \) This formula clearly shows that the epidemic threshold is closely related to the moment of vector degree distribution \( \psi(k',r) \). Meanwhile, we also can see that the inter-layer degree correlation has no direct impact on the epidemic threshold since \( k^2 \) does not present in this expression except for the awareness term. This is different from the SIS dynamics on multiplex networks [21], where the inter-layer correlation has a strong impact on the outbreak threshold.

### IV. Simulation Results and Discussions

In this section, we perform continuous-time stochastic simulations by using the Gillespie algorithm (GA) method, which is frequently used in the network epidemiology [11, 39]. The multiplex network is overlapped by two Erdős-Rényi (ER) random graphs [40] with a size \( N = 1000, \) the maximal degree \( M_a = M_b = M = 10 \) and a mean degree \( z = 5 \) [11].

Unless otherwise specified, the stochastic simulations start with 10 initially infectious seeds and the recovery rate \( \gamma = 1.0. \) Additionally, the infection density in the metastable state \( \rho \) is averaged over 100 epidemic dynamics and the error bars show the standard deviation.

To analyze the effects of overlap on the epidemic spreading [23, 24], we construct a set of multiplex networks by edge rewiring. Specifically, we firstly generate an ER random graph as both information layer and virtual layer. Then in the virtual layer we successively choose one link which lies in both layers and another link without any common endpoint, and we swap them with a rate \( \omega \) by changing their endpoints while avoiding having new overlapping edges or multi-edge in the virtual layer. Finally, when no other link can be chosen, the final virtual layer is regarded as the contact layer. When \( \omega = 0, \) the two ER networks completely overlap and \( \tilde{\sigma} = 1. \) When \( \omega = 1, \) there is not any link overlap in the network and \( \tilde{\sigma} = 0. \) In Fig. 2, we can see how the link overlap affects the clustering of the duplex network. With \( \tilde{\sigma} \) increasing, \( C \) linearly declines. Since the clustering coefficient is very small, our model can be used to the whole span of parameter \( \tilde{\sigma}. \)

We first consider \( \psi(k',r') \equiv 1 \) as a reference. In this case, the spreading process reduces to the SIS epidemic spreading in a single network and the corresponding epidemic model can
be changed to

$$
\frac{d}{dt} \rho_{k^r, k^o}(t) = -\gamma \rho_{k^r, k^o}(t) + \beta [1 - \rho_{k^r, k^o}(t)] \times \left[ k^r_o \sum k^r_q(k^r_o, k^o) \rho_{k^r, k^o}(t) + k^o_o \sum k^o_q(k^r_o, k^o) \rho_{k^r, k^o}(t) \right].
$$

(10)

Moreover, when $\bar{\alpha} = 0$ or 1, Eq. (10) becomes the standard HMF model [26]. In Fig. 3, we compare Eq. (10) and the standard HMF model with the GA simulations for the basic SIS epidemic model in ER networks with a mean degree $z = 5$. The distribution $q(k^r_o, k^o)$ is generated by the multiplex network with two overlapping ER networks with the same topology. When $\bar{\alpha} = 0$, this corresponds to the standard HMF model prediction. While when $\bar{\alpha} \simeq 0.5$ (see Fig. 2), this is a typical colored HMF model. From this figure, one can observe that the results of CHMF model are very close to those HMF model colored HMF model. From this figure, one can observe that the final epidemic size.

Fig. 4, we compare the GA simulations and the model prediction for two extreme cases: $\bar{\alpha} = 1$ and $\bar{\alpha} = 0$. For the former case (Fig. 4(a)), one can see that the local awareness has a remarkable effect on the epidemic threshold when the two subnetworks completely overlap. It is noticed that this case corresponds to the disease awareness model in a single network [3]. For the latter case, as shown in Fig. 4(b), we cannot find any change of epidemic threshold since the overlapping ratio is zero. Hence, one can see that the link overlap has a strong impact on the outbreak threshold. This also shows that only contact-based epidemic information can affect the epidemic threshold and other epidemic information (e.g., $n^o_q$) has no effect. However, other epidemic information indeed can decrease the final epidemic size, as can be clearly observed in Fig. 4(b). We also can see a small shift between the simulation and model, which is mainly due to the dynamical correlation between two connected nodes [29, 37, 42]. Compared to the discrepancy for the standard HMF model in Fig. 3, the results predicted by the colored HMF model are acceptable.

To further investigate the influence of other epidemic information on $\rho$, we also consider $\psi(k^r_o, n^o) = 1 - \alpha n^o_q/k^o_o$, i.e., the risk perception is only related to the other epidemic information. In this case, the epidemic threshold is unchanged for any $\alpha$. In Fig. 5, we assume that $\beta = 1.0$ and focus on the impact of $\alpha$ on $\rho$. One can see that other epidemic information can obviously suppress the epidemic spreading by reducing the final epidemic size.

**FIG. 4:** The fraction of infected nodes $\rho$ in the metastable state as a function of $\beta$ for two types of duplex networks: (a) $\langle op \rangle = 1$ and (b) $\langle op \rangle = 0$. In each plane, the model prediction is presented as the dashed ($\alpha = 0.1$) and solid ($\alpha = 0.9$) lines and the GA stochastic simulation results are represented by open square ($\alpha = 0.1$) and circle ($\alpha = 0.9$).

**V. CONCLUSIONS**

In conclusion, we analyzed the impact of local awareness on the epidemic spreading in multiplex networks overlapped by an information layer and a contact layer. Each susceptible node may receive risk information from its neighborhood on the information layer and hence reduces its susceptibility to the infection along the edges on the contact layer. The information layer thus helps prevent epidemic spreading. As such a model cannot be easily analyzed using the traditional mean-field approach, we developed a novel mean-field model considering a colored degree of each node. Given the joint probability of three colored degrees in duplex networks, we derived the explicit expression of epidemic threshold and found that the only the risk information from the overlapped neighborhood can affect the epidemic threshold, regardless of the inter-layer correlation and link overlap. As corroborated by the previous work [3, 5, 10], the epidemic threshold increases only with risk perception of contact-based epidemic spreading, suppressing thereby the disease transmission over the entire network.

The theoretical work reported in this paper may be ex-
FIG. 5: The fraction of infected nodes $\rho$ in the metastable state as a function of $\alpha$ when $\beta = 1.0$. In this figure, the model predictions are given by the solid ($\bar{\sigma} = 0.5$) and dashed ($\bar{\sigma} = 0$) lines and the GA stochastic simulation results are represented by open circle ($\bar{\sigma} = 0.5$) and square ($\bar{\sigma} = 0$) symbols.
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