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Abstract—The globalization of integrated circuits (ICs) design and fabrication has given rise to severe concerns on the devastating impact of subverted chip supply. Hardware Trojan (HT) is among the most dangerous threats to defend. The dormant circuit inserted stealthily into the chip by the advisory could steal the confidential information or paralyze the system connected to the subverted chip upon the HT activation. This paper presents a transient power supply current sensor to facilitate the screening of an IC for HT infection. Based on the power gating scheme, it converts the current activity on local power grid into a timing pulse from which the timing and power-related side channel signals can be externally monitored by the existing scan test architecture. Its current comparator threshold can be calibrated against the quiescent current noise floor to reduce the impacts of process variations. Postlayout statistical simulations of process variations are performed on the ISCAS’85 benchmark circuits to demonstrate the effectiveness of the proposed technique for the detection of delay-invariant and rarely switched HTs. Compared with the detection error rate of a 4-bit counter-based HT reported by an existing HT detection method using the path delay fingerprint, our method shows an order of magnitude improvement in the detection accuracy.

Index Terms—Hardware Trojan, side-channel analysis, current monitor, process variation, power gating.

I. INTRODUCTION

The dramatically increase in cognitive and organizational complexity of integrated circuits (IC) design is pushing the semiconductor industry towards a vertical specialization where various stages of IC design are disintegrated and outsourced to external firms and relocated across national boundaries that have the tacit knowledge and expertise. The risk of this geographical dispersion of chip design activities is the infiltration of malicious chips into the IC supply chain. Perpetrators and insiders can find many opportunities to implant into an IC dormant logics that are extremely difficult to be detected by conventional testing and verification methods [1], [2]. These hardware Trojans (HTs) may potentially leak confidential information controlled by the chip or cause catastrophic damages to valuable electronic systems and infrastructures at any time upon triggered by the rare and unknown conditions.

With advanced etching and optical imaging tools, physical inspection methods can extract the circuitry and detect the Trojan. Destructive reverse engineering is costly and time consuming, which is not practical to be applied to all chips under test but useful for assuring the genuineness of extracted reference signatures for Trojan detection by other means. HTs do not affect the circuit’s original functionality. It is impossible to anticipate the Trojan placements, structures, functions, sizes, etc. Even then, their presence can still alter the IC’s speed, power consumption characteristics or reliability. This makes it possible to diagnose a chip for potential Trojan infection by side channel analysis albeit the challenges [3]–[21].

Side channels are signals of an IC in operation that can be probed externally to detect any anomalies in the internal behavior of a circuit. One major advantage of side channel analysis is the Trojans can be detected without being fully triggered [3]. Examples of popular side channel analysis methods include delay-based analysis [4]–[8] and power-based analysis [9]–[14].

Delay-based (or time-based) side channel analysis can succeed in HT detection if the additional delay due to the Trojan is distinguishable from the delay difference caused by process variations. One such method [4] adds a “shadow register” to latch the same data as the destination register along an arbitrary path. The shadow register clock runs at the same frequency as the system clock, but with adjustable phase shift to measure the path delay. This method can detect Trojans in the circuit at speed, but it suffers from a high area overhead due to the extra register and comparator for each path to be monitored. The main challenge encountered by delay-based side channel analysis is the Trojan can be inserted in such a manner that there is no difference in external delay measurement [15]. Fig. 1(a) illustrates such an example. Since the Trojan logics are embedded along the path in parallel, it is
unlikely that the delay-based side channel analysis will pick up any anomaly in timing path from the primary input $P_I$, or $P_I'$ to the primary output $P_O$.

Power-based side channel analysis provides the visibility of the chip’s internal switching activities. In [9], random input patterns are applied to obtain a power signature for comparison with that of the Trojan-free chip. As the power signature is highly susceptible to the random noise induced by the process and temperature variations, advanced power-based analysis methods partition the entire chip into several regions to magnify the Trojan-to-circuit activity [10], [11]. The drawback is each region has to have its own power port for the power signature analysis. Besides, the attacker can also embed a Trojan that is activated only on a very rare condition [15], which results in no observable difference in the power signatures. The example in Fig. 1(b) shows an AND gate whose inputs are from the most significant bits of a counter. The Trojan can be triggered only after the counter has run for a much longer time than any standard test time. Another power-gated Trojan has been demonstrated to bypass the power-based side channel signal analysis [16]. To realize the triggering mechanism, the inputs of the Trojan are connected to some existing logic nodes of the original design. These Trojan gate connections increase the capacitive load on these nodes [17], together with the multiplexer inserted into an existing timing path to control the Trojan activation, they increase the path delay and switching activity duration even if the Trojan remains dormant. This can be considered as a special case of Trojan with low switching activity.

This paper proposes an active current sensing circuit to extract a signature that encapsulates both the timing and amplitude of switching activity from the transient power supply current ($I_{DDT}$) for HT detection. The proposed sensor utilizes the industrial power gating scheme, which is one of the most effective techniques in low power circuit design [22]–[25]. It employs sleep transistors to disconnect logic clusters from the power supply or ground to reduce the power consumption. The dynamic IR-drop across the sleep transistors in the active mode of operation can be sensed to detect path delay elongation by Trojan through region-based excitation of a number of paths per endpoint, including unobservable internal paths, such as paths without primary inputs, primary outputs or scan latches. Based on our preliminary experimentation [26], Trojan infected circuit can cause errant timing behaviors that are often shown up in logic as power supply droop, which can be picked up by monitoring the supply current. On the other hand, if the Trojan logics are inserted into a path in parallel (Fig. 1(a)), the timing signature alone will not be able to distinguish the difference of Trojan-free and Trojan-infected paths. But the abnormality of the $I_{DDT}$ amplitude due to the Trojan will be detected by the sensor. Our proposed design includes a simple tunable threshold current comparator that can be calibrated to maximally discriminate between transient current and background noise and a multiplexer-based scan register to enable its transition-delay to be detected at the scan output vectors by the AC scan test with a pulse width modulated clock. This on-chip Trojan detection solution enables a more efficient screening of a large number of dubious chips by eliminating the post-processing requirements from characterization-based methods [21].

The rest of the paper is organized as follows. Section II presents an example to illustrate the viability of the principle of detection behind the proposed method. In Section III, the design and operations of the proposed sensor for HT detection are elaborated. Simulation results are presented and discussed in Section IV. Finally, the conclusion is given in Section V.

II. Motivating Example

$I_{DDT}$ conveys the unitary profile of switching activity and timing information of the sensitized paths of a chip. Fig. 2 shows the $I_{DDT}$ input and output voltage waveforms when an arbitrarily selected data path of ISCAS’85 benchmark circuit C432 is activated. C432 is a 27-channel interrupt controller which has 36 inputs and 7 outputs. It contains 160 gates. The propagation delay for this data path is 1.836ns based on the 50%-to-50% full swing voltage delay definition. The commencement and termination of the active switching current is clearly discernible from the quiescent current. The duration (1.1836ns) is the same as the propagation delay of the sensitized path. This timing signature of a subcircuit is found to be susceptible to subtle functional and topological modifications. Fig. 3 demonstrates the transient current differences between a Trojan-free path and a Trojan-infected path of C432. The Trojan inserted into this path consists of 7 logic gates, which contributes approximately 4% of additional logic to this original design. In Fig. 3(a), the Trojan inserted in series with the infected path induces current spikes that can evoke momentarily supply voltage droop and increase the path delay. Thus, the Trojan-infected path is distinguishable from the Trojan-free path with an elongated active current duration due to its extraneous switching. On the other hand, the Trojan inserted in parallel (Fig. 1(a)) does not show distinguishable
timing difference from the original design. However, the peak current is larger as shown in Fig. 3(b). While the Trojan path is shorter than the original path, its presence increases the loading and hence switching activities when the original path is sensitized. As a result, the amplitude of the switching current increases, although the switching duration remains the same.

The above observation leads to the thought of the implantation of small current sensors into a circuit to aid a more accurate and faster post-silicon Trojan detection and diagnosis. Its justification is analogous to the deployment of on-chip thermal sensors to aid thermal management when chip reliability and catastrophe failure due to thermal runaway is of great concern. We propose to implant a current detector based on the coarse-grained power gating technology. During the design phase, the original circuit is divided into regions. A current sensing circuit to be described in the next section is embedded into each region to monitor the transient current from the power strap or trunk of the power grid as depicted in Fig. 4. In coarse-grained region segmentation, the logic circuits of the same functional module are placed close to each other in the same power cluster and a sleep transistor is used to cut off the power to each cluster. The devices are powered by the virtual power supply $V_{VDD}$ in its local power mesh. During the Trojan detection phase, only one cluster is powered on at a time by turning off the other sleep transistors to amplify the Trojan-to-circuit effect and reduce the test power. Since no transition will occur in the power-down clusters, no effort is needed to develop specific test patterns to trigger only part of the circuit but a small design effort is needed to divide the circuit into power grids and split the scan chain. Many power gating architectures and algorithms [22]–[25] can be considered. The scan partitioning technique [23] with very low DFT overhead in terms of die-area, circuit performance and power is used for our design. The switching time of the sleep transistors for all the clusters is controlled by a decoder. The characteristic signatures of the switching current envelope from each virtual power supply are extracted by its embedded detector and scanned out through the scan chain.

By amortizing the circuit switching activities into clusters, extraneous activities that transcend regular circuit activities and process variations are more likely to be detected by the cluster-based current sensors in those regions where the Trojan resided. In this sense, the number of regions provides a trade-off between the resolution of the detectable Trojan and the hardware overhead.

The flow of the Trojan detection is shown in Fig. 5. Random test patterns are applied through the functional-test scan chain to locally activate the paths in the target region while the remaining regions are kept inactive by turning off their sleep transistors. The signature extracted from the regional current detector is compared with that of the Trojan-free chip (golden sample) for the same test patterns. If the difference of any region exceeds a threshold determined by the process variations, it signifies a probable existence of a Trojan in that region. If none of the regions exhibits an above threshold difference, the chip is most probably Trojan-free based on the detectable HT resolution. The Trojan-free signatures can be extracted from a golden sample before its genuineness is confirmed by reverse engineering [27]. It may not need many attempts since only one golden chip is needed. Also, every unsuccessful attempt in this process is not completely fruitless as it means the discovery of a subverted or dubious chip. Presently, only a rare few emerging methods [6], [14], [21] are able to detect HT without the golden model but they are not without limitations. Typical prices for avoiding the golden model include the requirements of expensive computations, sophisticated process variation models and a large number of measurements to ensure accuracy for large chip with more gates [28].

For this HT-detection scheme to work, a dedicated and compact current sensor is required. When the sleep transistor connected to the virtual supply of a target region is turned on, it measures the duration and amplitude of transient current drawn from the virtual supply to a group of timing paths in the target region activated by the input pattern. The design of this current sensor is the focus of this paper.
III. SCAN-ENABLED ACTIVE CURRENT SENSOR

The schematic of the proposed active current sensor is shown in Fig. 6, where the cluster under test (CUT) refers to the cluster of circuits whose switching current is being monitored by the current sensor. Its principle of operation as a Trojan detector is explained as follows. The dynamic IR-drop across the on-resistance $R_{on}$ of the sleep transistor $M_{sleep}$ can be sensed to provide the visibility of the active current for the CUT. The dynamic current is mirrored to a current comparator to produce two voltage transitions that mark the path delay. The comparator output is latched into a scannable flip-flop. The latched output is propagated to an external output pin by daisy chaining the scan flip-flops of all detectors. The delay transition of the comparator output from each detector can be determined from the corresponding scanned output by varying the phase shift between the system clock and the sampling clock of the scan chain in the detectors. In what follows, the design and operation of each subcircuit will be elaborated.

A. Current Mirror

The current mirror utilizes the current monitor [29] originally developed for the $I_{DDQ}/A_{DDT}$ testing. When the sleep transistor $M_{sleep}$ is turned on initially, the gate voltage $V_{level}$ for $M_{14}$ is 0. When there is no current drawn by the CUT, i.e., $I_{cut} = 0$, the gate-source voltages of the transistor pair $(M_1 - M_2)$ are equal. A voltage drop is induced in the on-resistance $R_{on}$ of $M_{sleep}$ when the current $I_{cut}$ drawn by the active CUT passes through $R_{on}$. This voltage drop causes a difference in the gate-source voltages of transistor pair $(M_1 - M_2)$ and produces the mirrored current $I_m = I_2 - I_1$, where $I_1$ and $I_2$ are the drain current of $M_1$ and $M_2$ respectively. $I_m$ is given by [29]:

$$I_m = R_{on}(2\mu_pC_{ox}\frac{W}{L}I_1^3)\frac{1}{2}(1 + \frac{I_{cut}}{I_1})$$

where $\mu_p$, $C_{ox}$ and $W/L$ are the hole mobility, oxide capacitance and channel aspect ratio of $M_1$, respectively. The level shift transistor $M_{14}$ is used to add a negative current offset to $I_m$. When its gate voltage $V_{level}$ increases, the output current for the current mirror becomes:

$$I_m^L = I_m - I_{14}$$

(2)

where $I_{14}$ is the drain current of $M_{14}$. $V_{level}$ can be tuned to detect the peak current duration.

An important consideration is the sizing for the sleep transistor $M_{sleep}$. To reduce the area and power (leakage power and dynamic power) overheads caused by the addition of sleep transistors, smaller sleep transistor is preferred. A smaller sleep transistor with greater resistance will also improve the detector sensitivity. On the other hand, a greater on-resistance of the sleep transistor can result in a larger voltage drop across it and lower the $V_{DD}$ supply to the CUT. The sleep transistor is sized to meet the performance requirements of the CUT. As the maximum instantaneous current of a cluster of gates is much smaller than the summation of the peak currents of individual gates within the cluster, the size of a sleep transistor supporting a cluster of gates is much smaller than the combined area of sleep transistors connected to individual gates. To reduce the area overhead, a reasonably-sized sleep transistor is assigned to each cluster of mutually exclusive switching gates [30] under the peak current constraint of the sleep transistor.

The on-resistance $R_{on}$ for an NMOS transistor is given by:

$$R_{on} = 1/(\mu_nC_{OX}W/L)(V_{GS} - V_t)$$

(3)

where $V_t$ is the threshold voltage of the transistor. To limit the supply voltage droop to less than 5%, $(I_{cut} + I_1)R_{on} < 0.05V_{dd}$. $R_{on}$ is empirically determined to be around 200Ω based on GF 65nm CMOS technology with a supply voltage of 1.2V.

B. Current Comparator

The current comparator compares the mirrored current against the quiescent current threshold to produce a high output voltage level during the period of activity and a low voltage level when all sensitized path transitions have settled. The current comparator circuit in Fig. 6 is modified from the Traff’s current comparator [31]. The original Traff’s comparator is shown in Fig. 7. The transistor pair $(M_5 - M_6)$ of Traff’s current comparator operates in the subthreshold region at the start of each comparison before the feedback loop takes effect, which results in a long settling time. This problem is overcome in our design by introducing two transistors, $M_9$ and $M_{10}$, in Fig. 6. This pair of transistors is biased in the
linear region, which increases the gate voltages of $M_7$ and $M_8$ to prevent $M_5$ and $M_6$ from entering the subthreshold region. The response time is improved at the expense of a reduced output voltage swing. Therefore, an inverting stage is needed in Fig. 6 to restore its rail-to-rail output. These two transistors also act as two voltage-controlled linear resistors. The charging and discharging currents of the comparator load capacitor can be adjusted by their gate voltages to subtly alter the slew rate and hence the width of $V_{out}$. This is equivalent to adding a small offset to the comparator threshold to compensate for the minute difference in quiescent currents of different chips due to the process variations.

$V_{out}$ can be calibrated to mitigate the effect of process variation. A “reference pattern” that excites only a small number of paths of the region from the set of stimuli is applied when the power to the region is enabled. The pulse width of the voltage $V_{out}$ is adjusted by $V_p$ and $V_n$ to be the same as that of the “reference chip” under the same test pattern. As only one sleep transistor of a cluster will be activated at any time, only two external pins need to be reserved for the calibration of the $V_p$ and $V_n$ voltages for all CUT detectors. After $V_p$ and $V_n$ have been calibrated, the pulse widths of the voltage $V_{out}$ of other test patterns are then measured. As the Trojan does not affect all the paths of the CUT, the “reference pattern” selected for the calibration of $V_p$ and $V_n$ may or may not trigger the Trojan. If the Trojan logic is not excited by the “reference pattern” during this calibration, the transition delay of $V_{out}$ of the Trojan-infected CUT will be exacerbated and become notably longer than that of the Trojan-free CUT when the Trojan-infected subcircuits are sensitized by other test patterns. If the “reference pattern” activates the Trojan-infected subcircuits, then the extended delay transition of $V_{out}$ due to the excited Trojan under the “reference pattern” will be eliminated by the calibration but a negative offset will also be introduced into the subsequent measurements when the Trojan’s infected subcircuits are not activated by the test patterns. In either case, the probability that a Trojan-infected CUT exhibiting disparate pulse width of $V_{out}$ from the Trojan-free CUT under the same set of test patterns will increase after the calibration.

The proposed current comparator is implemented in GF 65nm, 1.2 V CMOS technology and the circuit is simulated by Cadence Spectre simulator. The input current $I_m$ to the comparator is emulated by a $20\mu A$ current source. The pulse width of $I_m$ is varied in step of $100\mu s$. Fig. 8 (a) shows that the comparator output pulse width varies linearly with the input current pulse width for the fast (F), slow (S) and typical (T) corners of the process technology. The process variations introduce an offset into the linear transfer characteristic of the comparator. By adjusting the gate voltages $V_p$ and $V_n$ of the current comparator, this offset can be eliminated as shown in Fig. 8(b).

Fig. 9 shows the simulation results for a path delay measured by the proposed sensor for temperature ranges from 0 °C to 100 °C. The change in temperature can introduce a DC offset to the measured path delay as shown in Fig. 9(a), which can also be compensated by calibration as shown in Fig. 9(b).

C. Scan Register

The current comparator output $V_{out}$ is fed to a standard multiplexer-based scan FF. The scan FFs of all HT detectors are daisy chained to form a secondary scan chain to propagate the transition of $V_{out}$ to an external scan output pin. The pulse width of $V_{out}$ can be determined by the transition delay test [32] through the functional scan chain $SC_1$ and the secondary scan chain $SC_2$ as shown in Fig. 10, where $n$ is the number of CUTs. The timing diagram for the transition delay test is shown in Fig. 11, where $S_i$ and $D_i$ are the
input and output vectors of the \( i \)-th CUT. After turning on the sleep transistor of the \( i \)-th CUT, the scan-enable signal (\( SE_1 \)) of the functional scan chain is asserted to shift the test pattern \( S_i \) into the input registers of the \( i \)-th CUT through \( SC_1 \) while the scan-enable signal (\( SE_2 \)) of \( SC_2 \) is disabled. The input data \( S_i \) in \( SC_1 \) is launched into the \( i \)-th CUT at the rising edge of \( clk_1 \) when \( SE_1 \) is de-asserted. The current detector of the \( i \)-th CUT senses the commencement of circuit activities and produces a low-to-high transition on its \( V_{out} \). The logic level \( V_i \) of \( V_{out} \) in the \( i \)-th CUT after a time delay \( t \) from the launching clock is captured into the scan FF of \( SC_2 \) at the last rising edge of \( clk_2 \) before \( SE_2 \) is asserted. \( clk_2 \), which is gated by \( SE_1 \) _\( SE_2 \) (\( _\) denotes XNOR), has a phase shift from \( clk_1 \). By asserting \( SE_2 \), \( V_i \) can be scanned out to an observable scan-output pin. The process is repeated by launching the same input data with different capturing time (by changing the assertion time of \( SE_2 \) and the phase shift between \( clk_1 \) and \( clk_2 \)) after \( SE_1 \) is deasserted until a high-to-low transition is detected at \( V_i \) from the scan output of \( SC_2 \). To capture the transition of \( V_{out} \), the delay \( t \) is initially set to be slightly less than the pulse width of \( V_{out} \) of the Trojan-free CUT detector to capture the logic ‘1’ of \( V_{out} \) and then the phase shift between \( clk_1 \) and \( clk_2 \) is incremented in timing steps of \( \delta/2 \) until the logic ’0’ of \( V_{out} \) is captured, where \( \delta \) is the minimum discernible delay exacerbation to signify the existence of Trojan. Idle cycles can be inserted between the last scan-in data and the de-assertion of \( SE_1 \) to allow the CUT to recover from the supply voltage droop and heat dissipation due to the input data scanning operation. \( clk_1 \) signal is disabled and the primary inputs are held constant during the idle cycles.

**IV. RESULTS AND DISCUSSION**

**A. Experiment Setup**

Four virtual power clusters are considered in our simulation. The proposed detector is added into the CUT of each cluster. The CUT is a circuit from the ISCAS’85 benchmark suite [33]. Synopsys Design Compiler is used to map the benchmark circuits to the GF 65nm standard cell library. The Trojan circuit is inserted into the synthesized Verilog netlists. This is the more likely scenario when the hacker has no access to the RTL code, which is generally not provided to the foundry. Both netlists with and without Trojan are converted to the physical layout by Cadence SOC Encounter and stored in the industry standard GDS-II file. The simulation is carried out in the Cadence Spectre environment with the model file of parasitics and process variations provided by the foundry. Dynamic timing analysis without parameter variations and with parameter variations [34] are then performed on the Trojan-free and Trojan-infected circuits.

**B. Trojan Circuits**

The Trojan to be inserted into an arbitrarily selected CUT of the four clusters is designed using an \( n \)-bit counter and an NAND gate as shown in Fig. 12 [35]. The \( n \)-bit counter is clocked by the NAND gate output, which has its inputs \( a \) and \( b \) connected to the internal signals of the CUT. When the count exceeds a predefined number \( N \), it triggers the Trojan and alters the \( Result \) of the payload to \( \text{Result'} \). The gate count of the one-gate payload and triggering mechanism of the Trojan used in this experiment is equivalent to 52 two-input NAND gates. \( N \) is set to a large value, e.g., 1000000, to reduce the chance for it to be detected by functional test. Two types of Trojan placements [15] are considered for each analysis. The first placement method replaces any output port of the CUT by the output \( \text{Result'} \) of the Trojan circuit by connecting the input \( \text{Result} \) of the Trojan’s payload to the original output of the CUT. This Trojan introduces a very small delay of an inverter and a MUX delay for the inserted path. It exhibits very little additional switching activity during normal operation as it can be activated only by a rare set of input vectors. For the second placement method, the same counter-based Trojan (Fig. 12) is embedded into a path in parallel as in Fig. 1(a) such that the delay of the Trojan payload is buried within the much longer delay of other reconvergent paths of the CUT. In the following experiments, the former Trojan placement with very low switching activity is first analyzed before the Trojan with no delay impact is analyzed in Section IV-D.

**C. Detection of Trojan With Low Switching Activity**

Before a randomly sampled manufactured die is reverse engineered to ascertain its genuineness [1], it is first exercised with random test vectors. The phase shift of \( clk_2 \) with respect to the system clock \( clk_1 \) is successively increased to capture the logic value of \( V_{out} \) in the \( i \)-th CUT. Every phase shift when the detector captures the falling edge of \( V_{out} \) for each input test vector is recorded. These become the signatures of the golden model once a chip is identified as genuine.
The design under test is then exercised with the same set of the test vectors starting with the corresponding phase shifts of $clk_2$ recorded from the Trojan-free model. The clock shift is gradually adjusted to find the falling edge of $V_{out}$ of the design under test. Table I lists the four-bit streams corresponding to the logic states of $V_{out}$ latched into the detector scan registers of the four clusters with different phase shifts of $clk_2$ for the Trojan-free and Trojan-infected benchmark circuit C2670. The period of $clk_1$ is set to 5ns. With the modern clock generator and phase lock loop (PLL), the phase shift of $clk_2$ is increased at a time step of $\delta/2 = 1\% \times 5\text{ns} = 50\text{ps}$. This time step determines the smallest Trojan detectable. Given that clock skew as low as 1ps in 180nm fabrication technology has been reported [36], single-gate Trojan can be detected in principle provided that such precision of phase shift can be generated at reasonable cost and the Trojan-to-circuit induced activity is higher than the background noise. As will be demonstrated in later experiment, the Trojan-to-circuit activity can be increased by reducing the cluster size and the background noise can be reduced by calibration. By varying the phase shift of $clk_2$ from 350ps to 550ps, the high-to-low transition of $V_{out}$ is detected in all but the first cluster when the phase of $clk_2$ stepped from 400ps to 450ps. The falling transition of $V_{out}$ of the first cluster is detected when the phase shift increased from 500ps to 550ps. The CUT of the first cluster is indeed the only CUT among the four clusters that is embedded with a Trojan. The Trojan extended the active current duration by about 100ps, which can be captured using a phase shift resolution of 50ps. By increasing the step size $\delta/2$ of the phase shift to 150ps, the falling transitions of $V_{out}$ from all 4 clusters occurred at the same phase shift of $clk_2$, which means that the Trojan-infected and Trojan-free CUTs are indistinguishable. The resolution of the phase shift to successfully detect this Trojan may have to be further increased as the extra duration of the switching activity induced by the Trojan may be masked by the manufacturing process variations (PVs). PVs cause important physical and electronic parameters, such as the device length and width, and its threshold and saturation voltages to deviate from the nominal specifications [37].

Monte Carlo simulation method [38] can be adopted to introduce randomly sampled device parameter variations from a normal distribution. Each iteration of the Monte Carlo simulation represents a unique set of variations applied to a design. Table II shows the key parameter variations of GF 65nm CMOS technology used in our simulation. This information is provided by the foundry to represent the ranges of parameter values of the physical design due to the manufacturing PVs. To demonstrate the effectiveness of our proposed calibration method, the post-layout statistical Monte Carlo simulation of 100 random process variation tests (50 tests each on Trojan-free and Trojan-infected designs) is performed to measure the actual active current duration of C2670 and compare against that of the golden model. At each iteration, a set of test vectors from the previous experiment are used. The distributions of the active current duration of the Trojan-free and Trojan-infected CUTs before the comparator is calibrated by $V_p$ and $V_n$ (see Section III-B) are shown in Fig. 13(a). The difference between the mean values of the two distributions is 87ps, which is slightly lower than the value of $\delta = 100\text{ps}$ derived from our dynamic timing analysis without considering process variations. However, the standard deviations of both distributions exceeded $\delta/2$. The overlaps between the two histograms are tests that show no difference in the pulse widths of $V_{out}$ between the Trojan-free and Trojan-infected CUTs due to the masking effect of PVs. Fig. 13(b) shows the distributions of the pulse width of $V_{out}$ of the Trojan-free and Trojan-infected CUTs after the comparator threshold calibration proposed in Section III-B. The difference between the means of the two distributions has increased to 99ps and

<table>
<thead>
<tr>
<th>No.</th>
<th>Clock period (ns)</th>
<th>Phase Shift (ps)</th>
<th>Scan outputs of detectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>350</td>
<td>1111111</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>400</td>
<td>111111</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>450</td>
<td>00000000</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>500</td>
<td>0000000</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>550</td>
<td>0000000</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>NMOS</th>
<th>PMOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel length chip mean variation L</td>
<td>nm</td>
<td>±5</td>
<td>±5</td>
</tr>
<tr>
<td>Channel width chip mean variation W</td>
<td>nm</td>
<td>±13</td>
<td>±13</td>
</tr>
<tr>
<td>Long channel chip mean Vt</td>
<td>mV</td>
<td>±43</td>
<td>±45</td>
</tr>
<tr>
<td>Vsat</td>
<td>mV</td>
<td>±93</td>
<td>+96 ~ –87</td>
</tr>
</tbody>
</table>

**Fig. 13.** Monte Carlo simulation results for the active current duration distributions: (a) before calibration, (b) after calibration.

**Table III**

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>Infected</th>
<th>Original</th>
<th>Infected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average delay (ps)</td>
<td>430</td>
<td>517</td>
<td>421</td>
<td>520</td>
</tr>
<tr>
<td>Standard deviation (ps)</td>
<td>60</td>
<td>69</td>
<td>29</td>
<td>37</td>
</tr>
<tr>
<td>Max deviation (ps)</td>
<td>164</td>
<td>190</td>
<td>50</td>
<td>77</td>
</tr>
</tbody>
</table>
the standard deviations have been lowered to below $\delta/2$ after calibration. In fact, the two distributions do not overlapped unlike Fig. 13(a). For ease of comparison, the statistics of the distributions of Fig. 13(a) before calibration and Fig. 13(b) after calibration are summarized in Table III. The delay difference between the Trojan-free and Trojan-infected circuits due to the process variations has been magnified after calibration, which increases the Trojan detection rate. The detection error rate (DER) can be estimated from the histograms of $V_{out}$ pulse width as follows:

$$DER = \frac{F}{N} \quad (4)$$

where $F$ is the number of matching $V_{out}$ pulse widths between the Trojan-free and Trojan-infected histograms and $N$ is the total number of tests. The DER includes the false negatives (accepting a Trojan-infected design as Trojan-free) and the false positives (rejecting a genuine design as Trojan-infected). To estimate the false positive and false negative rates from the histogram, we choose the mean value between the lowest and the highest active current durations of the overlapped areas of the histograms as threshold. Those tests in the overlapped areas that fall below the threshold are false positives and those above are false negatives. From Fig. 13, the DER is 30% (17 false positives and 13 false negatives) before calibration and 0% after calibration. It should be noted that the DER estimated from the histogram assumes that phase shift of clk2 has infinitesimal resolution. In practice, the active current duration, i.e., the pulse width of $V_{out}$, is detected from the scan output of $SC_2$ by the transition delay test with a finite phase shift resolution of clk2. Table IV shows the DER of the proposed method with and without the PV calibration for different ISCAS’85 benchmark circuits by embedding an 8-bit counter based Trojan in serial into a randomly selected timing path of a cluster. The Trojan and detector overheads are expressed as a percentage of their respective gate count over the gate count of the original design excluding the routing overheads. As our method requires only one scan register per cluster as opposed to one shallow register per path of [4] used in the delay-based HT detection methods [7], [8], the routing complexity of clock and scan enable signals is significantly lower. A post-layout statistic Monte Carlo simulation with a total of 100 runs of device variations were carried out on the Trojan-free and Trojan infected designs (50 runs each) for each benchmark circuit. The DER obtained based on the histogram of the actual pulse width of $V_{out}$ and that detected by the transition delay test with $\delta/2 = 50\,ps$ are compared. Most circuits have zero DER for the PV-calibrated Trojan detector. The maximum DER is only 4% for C5315 and C6288 with the PV-calibration. The DER obtained by the transition delay test with $\delta/2 = 50\,ps$ is at most 1% worse than the DER estimated from the histograms with infinitesimal clock phase resolution for both the PV-uncalibrated and PV-calibrated detection.

### D. Detection of Trojan Without Delay Impact

Trojan with rare switching impact has been demonstrated to be relative well detected by the transition delay test with the proposed current detector. Nevertheless, Trojan with no delay impact [15] may not be detected as successfully by the delay-based side channel signal analysis. This can be easily demonstrated by the static timing analysis. Fig. 14 shows the static timing analysis results for the Trojan-free design and the Trojan-infected design with the 8-bit counter-based Trojan embedded in serial and in parallel. The extra delay for the Trojan embedded in serial can be detected by the delay-based side channel analysis as shown in Fig. 14(a), but there is no observable delay difference from the primary inputs to the primary outputs when the Trojan is embedded in parallel, as shown in Fig. 14(b). Our proposed current detector provides a means to indirectly compare the amplitude of the switching current profile of a CUT against that of the Trojan-free CUT under the same excitation to detect such a Trojan. This is achieved by adjusting not only the phase shift of clk2 but also the gate voltage $V_{level}$ of $M_{14}$. Table V shows parts of the simulation result. Initially, $V_{level}$ is set to be 0mV. The phase shift of clk2 is gradually increased until the falling edge of $V_{out}$ is detected. No difference between the pulse width of $V_{out}$ extracted from the Trojan-free chip and the Trojan-infected design at the same $V_{level}$ is observed at the scan registers in $SC_2$. When $V_{level}$ is increased to 600mV, a rising transition at the phase shift of 450ps and a falling transition at the phase shift of 550ps are detected for the active cluster (Cluster 1 in this case) of the Trojan-infected circuit, whereas no transition is detected for the active cluster from the signature of the genuine design. This narrow pulse width of $V_{out}$ is due to the additional current drawn by the Trojan. $V_{level}$ is increased until $V_{out}$ of the active cluster scanned out of $SC_2$ is ‘0’ on the first phase shift of clk2. If no transition in $V_{level}$ is detected upon completion of the phase shift test at this $V_{level}$, the circuit is declared to be Trojan-free.
The effect of PV has a smaller influence on the amplitude difference introduced by the Trojan. Fig. 15 shows the 100 runs of Monte Carlo simulation results for the average active current amplitude distributions of $V_{out}$ obtained from the Trojan-free and Trojan-infected C2670. Table VI shows the statistics of the histograms in Fig. 15. Calibration of the current comparator described in Section III-B does not lead to appreciable changes in the average current amplitude for both circuits. However, it helps to improve the detection sensitivity by lowering the standard deviation of the average active current amplitude of the Trojan-infected circuit. The standard deviation of the active current for Trojan-infected circuit has been reduced by about 22.5% by calibration, which is more substantial than the 14.7% reduction of standard deviation for the Trojan-free circuit. Before calibration, the DER estimated from the histograms is 3% with 1 false positive and 2 false negatives. It reduces to 0% after calibration. Table VII shows the DER of the proposed method with and without the PV calibration for different ISCAS’85 benchmark circuits by embedding an 8-bit counter based Trojan in parallel into a cluster. The DER estimation from the active current pulse amplitude of $V_{out}$ produces perfect zero DER for all except C6288, which has only one false positive detection. The DER for each benchmark circuit was also obtained by the transition delay test with the same post-layout statistic Monte Carlo simulation of device variations on the Trojan-free and Trojan infected designs. The DER results for the uncalibrated current detector with finite phase shift resolution of clk2 are the same as those estimated from the histogram. The finite resolution of the clock phase shift leads to only a slightly higher DER than that estimated from the histogram for the calibrated current detector. After the PV calibration, all Trojan-infected CUTs have been successfully detected except for C5315 which has a false positive and a false negative. Because the switching current amplitude contributed by this type of Trojan outweighs the PV, the rate of success for its detection is higher than the serially embedded Trojan even without the PV calibration.

It is observed that the false negatives/positives in Tables IV and VII grow with the size of the cluster due to the increase in circuit activity. For large and complex design, more clusters are needed to maintain the detection accuracy.

### E. Scaling the Trojan

To evaluate the Trojan detection sensitivity of the proposed method, the size of the Trojan is scaled down by reducing the counter length. The Trojan circuits of different counter lengths are randomly inserted into the CUT (C2670) during the 100 runs of Monte Carlo simulation. The results in Table VIII show that the DERs obtained by the transition delay test with $\delta/2 = 50ps$ for the uncalibrated and PV-calibrated current detectors. The DER increases slightly as the Trojan size is scaled down. With the proposed PV calibration technique, the Trojan detection sensitivity has been improved significantly, especially when the parametric variation due to the Trojan is small and comparable to the process variations. Compared with the DER of 64% for the detection of a 4-bit counter based Trojan embedded in the one-round DES circuit with a Trojan area overhead of 0.76% in SMIC 0.13\(\mu\)m CMOS technology reported by the delay-based side channel analysis of [5],

---

**Fig. 14.** The delay impacts with different placements of Trojan: (a) Trojan embedded in serial, (b) Trojan embedded in parallel.

**Fig. 15.** Monte Carlo simulation results for the average active current amplitude distributions: (a) before calibration, (b) after calibration.

### TABLE V

**Detector Outputs for the Genuine and Infected Designs for Trojan With No Delay Impact**

<table>
<thead>
<tr>
<th>No.</th>
<th>Clock period (ns)</th>
<th>Phase Shift (ps)</th>
<th>Scan outputs of detectors $V_{out}$ $= 300V$</th>
<th>$V_{out}$ $= 600mV$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Genuine</td>
<td>Infected</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>350</td>
<td>1111</td>
<td>1111</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>400</td>
<td>1111</td>
<td>1111</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>450</td>
<td>1111</td>
<td>1111</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>500</td>
<td>1111</td>
<td>1111</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>550</td>
<td>1111</td>
<td>1111</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>600</td>
<td>1111</td>
<td>1111</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>650</td>
<td>1111</td>
<td>1111</td>
</tr>
</tbody>
</table>

### TABLE VI

**Statistics of Fig. 15**

<table>
<thead>
<tr>
<th></th>
<th>Before calibration</th>
<th>After calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Original</td>
<td>Infected</td>
</tr>
<tr>
<td>Average current amplitude ($\mu A$)</td>
<td>125</td>
<td>187</td>
</tr>
<tr>
<td>Standard deviation ($\mu A$)</td>
<td>6.8</td>
<td>13.8</td>
</tr>
<tr>
<td>Max deviation ($\mu A$)</td>
<td>20.4</td>
<td>29.9</td>
</tr>
</tbody>
</table>
our method has a much greater accuracy. Similar 4-bit counter based Trojan with a Trojan area overhead of 0.58% can be detected by our proposed method with a DER of as low as 1% despite simulated in a 65nm technology node with higher variations.

F. Sensor Security

Our proposed detector forms an integral part of the power grid, which makes its removal or tampering much easier to be detected than the Trojan itself from the deteriorated circuit performance and structural test results. As the power grid is extremely sensitive to any small change in current, the sensing resistance $R_{on}$ can be placed as close as possible to the power supply node so that the Trojan cannot be strategically placed to evade detection. Since the Trojan draws the same amount of current regardless of its location, the additional current flows at the power supply node will always be sensed by $R_{on}$. If the attacker has access to the reference pattern of a cluster, he may implant a Trojan in that cluster and rewire the calibration transistors $M_9$ and $M_{10}$ of Fig. 6 to mask the positive delay offset of the Trojan. However, this negative delay offset created by the attacker will be added to the remaining paths in the same cluster. When other random patterns activate these paths, a discernible “negative” deviation of the signatures from those of the golden chip will be detected, which indicates that its calibration circuit has been tampered. Another possible attack is to sensitize the paths under all possible excitations including the reference patterns and then replace the scan registers of the scan chain by a non-volatile memory. However, the memory required to store the responses to these excitations is extremely large. Its area and power consumption are conspicuous and can be easily detected by basic side channel analysis.

V. CONCLUSION

This paper suggests a new possibility of detecting the presence of hardware Trojan in an IC through sensing its local active current based on the power gating technology. A novel on-chip active current sensing circuit that comprises a current mirror, a current comparator with adjustable threshold and a multiplexer-based scan register is proposed to detect the commencement and ceasing of switching current on local power grid when timing paths around the region are sensitized. The active current duration captured by the detector can be easily decoded from the scan output by a structural test methodology. In contrary to many other delay-based side channel analysis, this method can detect the Trojan with no delay impact by analyzing the deviation in current amplitudes. The detector is built with a calibrator to adjust the current comparator threshold against process variations. Its improved Trojan detection sensitivity has been demonstrated by the post layout Monte Carlo simulation. As the proposed sensor enables at-speed test without affecting the normal circuit timing and functionality, it can be incorporated into the real-time trust evaluation framework [16] to monitor the active current timing and duration in the field. When an HT is activated during normal circuit operation, the measured characteristics of the power trace will change dramatically to alert to anomalies. Such in situ monitoring is particularly useful for detecting sophisticated Trojans that have escaped the pre-deployment test.
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