Segmentation based View-Dependent 3D Graphics Model Transmission

Wei Guan, Jianfei Cai, Senior Member, IEEE, Jianmin Zheng, Chang Wen Chen, Fellow, IEEE

Abstract—For wireless network based graphics applications, a key challenge is how to efficiently transmit complex three-dimensional (3D) models over bandwidth-limited wireless channels. Most existing 3D mesh transmission systems do not consider such a view-dependent delivery issue, and thus transmit unnecessary portions of 3D mesh models, which leads to the waste in precious wireless network bandwidth. In this paper, we propose a novel view-dependent 3D model transmission scheme, where a 3D model is partitioned into a number of segments, each segment is then independently coded using the MPEG-4 3D mesh coding algorithm, and finally only the visible segments are selected and delivered to the client. Moreover, we also propose analytical models to find the optimal number of segments so as to minimize the average transmission size. Simulation results show that such a view-based 3D model transmission is able to substantially save the transmission bandwidth and therefore has a significant impact on wireless graphics applications.

Index Terms—3D graphics model, 3D mesh segmentation, 3D mesh coding, view-dependent 3D mesh transmission.

I. INTRODUCTION

With the advance of wireless communications and the increased processing power of wireless devices, network-based graphics applications such as online virtual reality and online games are now being extended from wired broadband networks to wireless networks. For wireless graphics applications, a key challenge is how to transmit complex 3D models over bandwidth-limited wireless channels. In general, 3D models are represented by triangular or polygonal meshes. A photorealistic 3D mesh model typically has complex geometry, which refers to thousands to millions of vertices, and complicated topology, which refers to the connectivity relationship among vertices. Thus, efficient compression is indispensable for reducing storage space and transmission bandwidth requirements.

In the past decade, many mesh compression schemes [1]–[4] have been developed. In [1], Deering introduced the concept of geometry compression and proposed a simple but low-complexity compression algorithm, which can achieve a six to ten compression ratio with only little loss in display quality. Taubin et al. [2] introduced a topological surgery (TS) method, where a mesh is represented by one vertex spanning tree and several simple polygons, and the connectivity information is losslessly encoded. This TS algorithm has been adopted in the MPEG-4 standard for single-rate mesh coding, which is named as 3D mesh coding (3DMC). Rossignac [3] described an Edgebreaker algorithm to encode the topology information of a 3D mesh. Touma and Gotsman [4] proposed a valence-driven algorithm, which achieves the state-of-the-art compression performance, i.e., 1.5 bits per vertex (bvp) on average for encoding mesh connectivity.

In addition to single-rate mesh coding, many progressive 3D mesh compression algorithms [5]–[11] have also been developed, which allow to encode a mesh model once and decode it at multiple reduced rates with different level-of-details (LODs). Depending on the simplification approach or its inverse process, progressive mesh coding can be generally classified into three categories: incremental refinement, batch refinement and remeshing (or resampling). One example for the first category is the progressive mesh (PM) algorithm proposed in [5], where Hoppe uses successive vertex split operations to incrementally refine a coarse mesh simplified by successive edge collapse. The representative schemes for the second category include the progressive forest split (PFS) algorithm [6] and the compressed progressive mesh (CPM) algorithm [7], where the common idea is to group vertex split operations to improve the compression performance at the cost of reduced granularity [12]. The typical idea of the algorithms in the third category such as [8] is to convert an irregular mesh into a semi-regular one, based on which a multi-resolution representation can be easily established.

The major drawback for most existing 3D mesh coding and transmission systems is that they compress and transmit the entire 3D mesh model together. In fact, in many graphics applications, only one particular view of a 3D mesh model is needed. Such a view-dependent delivery issue has not received much attention in the graphics compression community. This has not been a severe problem under the traditional graphics applications scenario where a 3D mesh model is compressed and rendered locally. However, for the contemporary wireless graphics applications, it becomes a significant waste to transmit the invisible portions of a 3D mesh model over wireless networks, where the bandwidth resource is extremely precious.

To solve this challenging problem originated from wireless graphics applications, in this paper, we propose a view-dependent 3D model transmission scheme to efficiently transmit only the relevant portions of a 3D model to the client.
The proposed scheme first splits a 3D model into many small segments based on hierarchical face clustering. Then, each segment is independently coded using the MPEG-4 3DMC coding algorithm. Finally, the server selects and transmits only the relevant segments that are related to the client’s requests.

An initial attempt to solve this problem was proposed in [13], in which the authors presented a feasible approach for view-dependent progressive mesh coding and streaming. Our work differs from the one in [13] in the following aspects: 1) three criteria: normal similarity, coding redundancy and size uniformity, are proposed as merging cost to well control the segmentation process to fit different needs in view-based 3D model transmission; 2) the employed coding of segments is truly independent while the scheme in [13] needs a perfect base model; therefore, our scheme is more suitable for non-priority based 3D model transmission over lossy networks; 3) our proposed segment selection based on both viewing frustum and visible direction is much more efficient. Simulation results show that our proposed scheme can save more than 50% bandwidth at the cost of additional storage space at the server side.

Moreover, in this paper, we also study the problem of finding optimal number of segments. We develop analytical models to estimate the overall compression size and the average transmission size under different numbers of segments, based on which the optimal number of segments can be easily derived. Simulation results demonstrate the accuracy of our proposed models.

The rest of the paper is organized as follows: Section II introduces our proposed segmentation algorithm. Section III describes our proposed methods to fast select and assemble the relevant segments for transmission. Section IV presents our derived analytical models for finding optimal number of segments. Simulation results are shown in Section V. Finally, Section VI concludes the paper.

II. MESH SEGMENTATION

A. Segmentation Algorithm

So far, many mesh segmentation algorithms have been proposed in literature. According to [14], the existing mesh segmentation algorithms can be grouped into two categories: purely geometric sense and more semantics-oriented manner. In the first category [15]–[19], a mesh model is segmented into a number of patches that have some uniform property like curvature, while the algorithms in the second category [20]–[23] aim at identifying parts of an object corresponding to some semantic meanings. Our mesh segmentation algorithm belongs to the first category.

In particular, our mesh segmentation algorithm performs in a way that is similar to the hierarchical face clustering approach [15], [24]. The algorithm starts from the given mesh model, where each triangle is initially considered as a segment. Then the neighboring segments are iteratively merged into a bigger segment. The algorithm calculates the cost of merging any two neighboring segments based on some criteria explained in section II-B. The merging with the minimum cost will be performed and the corresponding two segments are thus grouped into a bigger one. This process continues until the termination condition is satisfied.

In implementation, we use a dual graph to describe the relationship of the segments in the mesh. Each node in the dual graph corresponds to a segment, and if two segments are neighbors, there is a dual edge connecting the two corresponding nodes. Then merging two neighboring segments is equivalent to collapsing an edge. Fig. 1 illustrates such a process.

B. Merging Cost

Note that the performance of the proposed segmentation algorithm depends on the choice of the merging cost. In our view-dependent transmission scheme, the mesh is split into a number of segments and they are stored in the server side. To make the transmission efficient, we should avoid the unnecessary transmission of those invisible segments and meanwhile we should make the total compressed data as small as possible. To this end, we define our merging cost to be a linear combination of three components. Specifically, the merging cost $E_{i,j}$ for collapsing a dual edge connecting node $i$ and node $j$ is

$$E_{i,j} = (1 - \alpha_1 - \alpha_2)E_{n(i,j)} + \alpha_1 E_{r(i,j)} + \alpha_2 E_{u(i,j)},$$

(1)

where $E_{n(i,j)}$, $E_{r(i,j)}$, and $E_{u(i,j)}$ stand for the costs based on normal similarity, redundancy, and size uniformity criteria, respectively; and $\alpha_1$ and $\alpha_2$ are tradeoff constants, satisfying $0 \leq \alpha_1, \alpha_2, \alpha_1 + \alpha_2 \leq 1$. In general, both $\alpha_1$ and $\alpha_2$ are chosen to be small numbers to ensure that $E_{n(i,j)}$ is the dominant criterion. The detailed explanation and computation of these three components are given below.

1) Normal Similarity Criterion: It is easy to observe that triangles with similar normal directions are likely visible simultaneously and triangles with very different normal directions seldom appear in the same view. Therefore the normal
direction is considered to be the main criterion of merging and we compute the merging cost based on the normal variance.

Let $C_i$ and $C_j$ be two neighboring segments containing $p$ and $q$ triangles, respectively. Denote the areas of these triangles by $s_{1i}, s_{2i}, ..., s_{pi}$ and $s_{1j}, s_{2j}, ..., s_{qj}$, and denote the unit normal vectors of these triangles by $n_{i1}, n_{i2}, ..., n_{ip}$ and $n_{j1}, n_{j2}, ..., n_{jq}$. We compute a weighted mean of these normal vectors:

$$m_{ij} = \frac{\sum_{k=1}^{p} s_{ik} n_{ik} + \sum_{h=1}^{q} s_{jh} n_{jh}}{\sum_{k=1}^{p} s_{ik} + \sum_{h=1}^{q} s_{jh}}.$$  

(2)

The angle between each triangle normal and the mean can be computed by $\alpha_{ik} = \arccos(n_{ik} \cdot m_{ij})$ and $\alpha_{jh} = \arccos(n_{jh} \cdot m_{ij})$, where $k = 1, 2, ..., p; h = 1, 2, ..., q$. Then the merging cost based on the normal similarity criterion is defined as

$$E_{n(i,j)} = \frac{\sum_{k=1}^{p} s_{ik} \alpha_{ik}^2 + \sum_{h=1}^{q} s_{jh} \alpha_{jh}^2}{\sum_{k=1}^{p} s_{ik} + \sum_{h=1}^{q} s_{jh}}.$$  

(3)

2) Redundancy Criterion: Note that in our scheme the mesh is split into segments and each segment is coded independently. This will result in boundary duplication. To reduce the redundancy, we introduce a redundancy related term into the merging cost. Specifically, we consider the relative reduction in the number of the boundary vertices when merging two segments.

When $E_{r(i,j)}$ is small, which implies a large relative redundancy, merging $C_i$ and $C_j$ will reduce many redundant vertices. This suggests the two segments should be grouped together.

3) Size Uniformity Criterion: For network-based applications, sometimes it is desired that the sizes of the segments in terms of the number of vertices or the number of triangles do not vary too much such as in the cases of error-resilient transmission [25]. For this purpose, we introduce another criterion to force segmentation conducted uniformly. Let $\lambda_i$ and $\lambda_j$ be the numbers of triangles in segments $C_i$ and $C_j$, and $\lambda_{max}$ be the maximum number of triangles in all the segments. We define the size uniformity cost as

$$E_{u(i,j)} = \frac{\lambda_i + \lambda_j}{2\lambda_{max}}.$$  

This criterion encourages small segments to be merged. Therefore, the size of each segment in terms of the number of triangles will be increased uniformly as the iteration goes on.

III. SEGMENT SELECTION AND ASSEMBLING FOR TRANSMISSION

After the mesh is split into segments and each segment is coded independently, the next step is to determine which segments should be transmitted given the viewing parameters provided by the client. In the following, we first present our proposed segment selection scheme that contains two components: viewing frustum and visible direction. Then, we discuss how to assemble the selected segments into a prioritized bitstream.

A. Viewing Frustum

In computer graphics, a viewing frustum, defined by a near plane, a far plane, and four side planes intersected at the view point (see Fig. 2), is used to specify the visible region. Only those objects located within the frustum would be perceived. Therefore, once the server receives the frustum specification provided by a client, the server should determine which segments are lying outside the frustum and they should not be transmitted.

To simplify the process of checking whether a segment and the viewing frustum overlap, the bounding volume technique is employed. Unlike the work in [13], where a bounding sphere is used, here we use an oriented bounding box. This is because our segments are usually quite flat due to the segmentation criteria and the oriented bounding box can enclose the flat shape more tightly. To construct an oriented bounding box, three orthogonal directions need to be specified first. Since the triangles within a segment are having similar normal vectors, we choose the average of these normal vectors as one direction. The other two orthogonal directions are arbitrarily chosen on a plane which is perpendicular to the first direction (see Fig. 3). After this, an oriented bounding box aligning with these three directions is computed, which encloses all the vertices of the segment. In this way, each segment is associated with an oriented bounding box. To test if the segment and the viewing frustum overlap, we just check if the bounding box and the frustum overlap or not, which can be done relatively easily. If they do not overlap, the respective segment is assured to be outside of the frustum and thus will not be transmitted.

In particular, let us consider a segment $C_i$ with $p$ triangles. We denote the three orthogonal directions for the oriented bounding box of $C_i$ by $m_i, X_i$ and $Y_i$ as shown in Fig. 3.

![Fig. 2. A viewing frustum.](image)

![Fig. 3. An oriented bounding box.](image)
The k-th triangle in $C_i$, $X_i$ and $Y_i$ are two orthogonal vectors arbitrarily chosen on a plane which is perpendicular to $m_i$. We then compute three pairs of planes corresponding to $m_i$, $X_i$ and $Y_i$, which form the six faces of the bounding box. For $m_i$, the corresponding two planes are defined by $m_iP - c_{min} = 0$ and $m_iP - c_{max} = 0$ where $c_{min} = \min_k \{m_iP_k\}$ and $c_{max} = \max_k \{m_iP_k\}$ for all vertices $P_k$ in $C_i$. Thus for all $P_k$, we have $c_{min} \leq m_iP_k \leq c_{max}$. Similarly, we calculate two extreme values $d_{min}$, $d_{max}$ for direction $X_i$ and $f_{min}$, $f_{max}$ for direction $Y_i$. After that, the eight vertices of the bounding box are obtained by computing the intersection points of every three planes each of which is chosen from one direction.

We perform the check of overlapping between a segment and the viewing frustum based on some sufficient conditions. A sufficient condition for a segment to be outside of the viewing frustum is that all the eight vertices $v_1, \cdots, v_8$ of the bounding box of the segment and the frustum lie on two sides of any of the six faces that bound the frustum. If the plane equations of the six faces of the frustum are $F_jP - t_j = 0$, $j = 1, \cdots, 6$, respectively, where $F_j$ are the outer normal vectors of the faces, then the above sufficient condition is equivalent to that the following expression is true:

$$OR_{j=1,\ldots,6}(\text{AND}_{i=1,\ldots,8}(F_jv_i \geq t_j)).$$

An illustration is shown in Fig. 4.

Similarly, we can also check the eight vertices of the viewing frustum against the oriented bounding box. Assume the eight vertices of the viewing frustum are $W_1, \cdots, W_8$. Then a sufficient condition for the segment to be outside of the frustum is that any of the following six expressions gives true:

$$\text{AND}_{j=1,\ldots,8}(m_iW_j \leq c_{min}), \text{AND}_{j=1,\ldots,8}(m_iW_j \geq c_{max}),$$
$$\text{AND}_{j=1,\ldots,8}(X_iW_j \leq d_{min}), \text{AND}_{j=1,\ldots,8}(X_iW_j \geq d_{max}),$$
$$\text{AND}_{j=1,\ldots,8}(Y_iW_j \leq f_{min}), \text{AND}_{j=1,\ldots,8}(Y_iW_j \geq f_{max}).$$

B. Visible Direction

Even if the segments are within the viewing frustum, they may not be seen by the viewer if they are facing away from the viewer. Therefore, for each segment, we construct a cone called a blind-viewing cone. The blind-viewing cone is the range of view directions from which the viewer cannot see the segment. Once the server receives the viewing information from the client, we compare the viewing direction against the blind-viewing cone. If the viewing direction is contained by the cone, that means the segment is not visible and thus there is no need to transmit it.

To construct the blind-viewing cone, we construct the minimum normal cone first. Let a segment be composed of $p$ triangles with normal vectors $n_1, n_2, \ldots, n_p$. The minimum normal cone is defined as the cone that contains all the normal vectors $n_i$ and has the smallest cone angle (see Fig. 5). The problem of finding the minimum normal cone is equivalent to a well-known problem called “Minimal Enclosing Circle”, which can be solved by many methods. In this paper, we modify Elzinga and Hearn’s algorithm [26] to find our minimum normal cone. The detailed algorithm is described as follows.

![Fig. 5. The minimum normal cone.](image)

Step 1: From one apex, draw a cone $c$ with the representative normal vector $r$ such that all the normal vectors lie within the cone. We will make the cone smaller in the subsequent steps.

Step 2: Make the cone smaller by finding the normal vector $n_i$ with the largest angle from the representative normal vector $r$, and drawing a cone with the same representative normal vector $r$ and the conical surface passing through the normal vector $n_i$.

Step 3: If the conical surface passes through 2 or more normal vectors, go to step 4. Otherwise, make the opening angle smaller by moving the representative normal vector towards normal vector $n_i$.

Step 4: At this step, we know the cone is definitely passing through 2 or more normal vectors. If the conical surface contains a normal-vector-free section that is greater than half of the conical surface, the cone can be further reduced. Let $n_i$ and $n_j$ be the normal vectors at the boundary of the free section. While keeping $n_i$ and $n_j$ on the conical surface, we make the cone smaller by moving the representative normal vector away from the normal-vector-free section that is bounded by $n_i$ and $n_j$ until we have either case (a) or case (b).

- Case (a): The opening angle is the angle between $n_i$ and $n_j$. Then the smallest cone is achieved. The new
representative normal vector is \( \mathbf{r} = \frac{n_i + n_j}{|n_i + n_j|} \), and the half opening angle is \( \alpha = \frac{1}{2} \arccos(n_i \cdot n_j) \).

- Case (b): The conical surface touches another normal vector \( n_k \). Check whether there is a normal-vector-free section that is greater than half of the conical surface.
  1) If no such section exists, then the minimal cone is determined by normal vectors \( n_i, n_j \) and \( n_k \). The new representative normal vector \( \mathbf{r} \) can be easily obtained by solving the following equations

\[
\begin{align*}
(r - n_i - n_k) \cdot (n_i - n_k) &= 0 \\
(r - n_i - n_j) \cdot (n_i - n_j) &= 0 \\
|r| &= 1.
\end{align*}
\]

The half opening angle is \( \alpha = \arccos(r \cdot n_i) \).

2) Otherwise, update the normal-vector-free section and go back to step 4.

Once the minimum normal cone described by the central axis vector \( r \) and the cone angle \( \alpha \) is found, we can compute the blind-viewing cone. In particular, let \( V \) denote the view direction that begins at the center of the viewing frustum and ends at the viewpoint. As shown in Fig. 6, if the angle between \( V \) and \( r \) is larger than \( \frac{\pi}{2} + \alpha \), the segment is invisible. In other words, the blind-viewing cone is defined by the opposite central axis \(-r\) with a cone angle \( \theta \), where \( \theta = \frac{\pi}{2} - \alpha \).

![Fig. 6. The solid arrows represent the view directions that can see the segment, while the dotted arrows represent the view directions that cannot see the segment.](image)

**C. Segment Assembling**

In order to adapt to different network conditions, it is highly desired that the selected mesh segments can be organized with priorities. In this research, we make use of the average normal vector to determine the priority of each segment. The basic idea is to compute the effective area for a given viewing direction. In particular, for a segment \( \mathcal{C}_i \) with an average normal vector \( \mathbf{m}_i \), we first calculate the total area \( S \), the sum of all the \( p \) triangular areas within the segment, i.e.

\[ S = s_1 + s_2 + \ldots + s_p. \]

Then, the effective area for segment \( \mathcal{C}_i \) is simply computed as \( S_e = S \times (\mathbf{m}_i \cdot \mathbf{V}) \).

Moreover, in order to take the compression cost into consideration, the calculated effective area is further normalized as \( T_e = \frac{S_e}{\mathcal{P}} \), where \( \mathcal{P} \) stands for the compressed segment size. The segments with larger values of \( T_e \) are given higher priorities, and all the segments are organized according to the order of \( T_e \). This is very useful for bandwidth-limited channels. For example, when there is not enough bandwidth, we can simply discard those segments with low priorities. In other words, given a certain bandwidth, we try to transmit as much as possible from the viewer’s point of view.

**IV. Optimal Number of Segments**

In addition to mesh segmentation and segment selection, another fundamental problem is how to determine the optimal number of segments in mesh segmentation so that the average view-dependent mesh transmission size can be minimized. Let \( n \) denote the number of segments. As we know, when \( n \) is small, the average size of a segment is large. The bandwidth will be severely wasted in the case that only a small portion of a segment is visible since we have to transmit the entire segment. On the other hand, when \( n \) is large, the average size of segment is small and the transmission of unnecessary invisible portions can be largely avoided. However, large \( n \) leads to more segment boundary duplication and thus increases the compression size. Therefore, the relationship between the number of segment and the average transmission size is not strictly increasing or decreasing.

In the following, we propose analytical models to estimate the overall compression size \( S \) and the average transmission size \( S_t \) under different numbers of segments. Although the derivation is not rigorous, our simulation verifies the accuracy of the proposed models.

**A. Overall Compression Size**

Denote \( T \) and \( V \) as the number of triangles and the number of vertices in the original mesh. Assuming the mesh is uniformly segmented, each segment averagely contains \( \frac{T}{n} \) triangles and the \( V \) vertices are distributed into the \( n \) segments with some redundancies. In general, compared with connectivity information, geometry information, which is composed of vertices coordinates, contributes much more in compression size. Thus, we can deem that the compression size is approximately proportional to the number of vertices and relevant
to the coding scheme. Mathematically, we express the overall compression size as

$$S(n) = aV', \quad (8)$$

where $a$ is a constant for a certain coding scheme and $V'$ is the total number of vertices in all the segments, different from $V$ in that it takes into account the overlap boundary vertices. Note that when there is only one segment ($n = 1$), $S(1) = aV$. $V'$ can be approximately derived by estimating the average number of vertices on a segment boundary. In particular, considering $V$ vertices in the entire area (in terms of the number of triangles $T$), the number of vertices in a unit length is proportional to $\sqrt{\frac{V}{T}}$. For a segment with an area of $\frac{T}{\pi}$, the boundary perimeter length of the segment is proportional to $\sqrt{\frac{T}{\pi}}$. Thus, the average number of vertices on a segmentation boundary is proportional to $\sqrt{n}$. Assuming each boundary vertex appears twice (for most of the cases), the total vertices in all the segments can be approximately derived as

$$V' = V + a_1\sqrt{\frac{V}{n}} \times n = V + a_1\sqrt{nV}. \quad (9)$$

Substituting Eq. (9) back to Eq. (8), we obtain

$$S(n) = aV + a_2\sqrt{nV}. \quad (10)$$

The expression can be further simplified as

$$\frac{S(n)}{S(1)} = 1 + c_1\sqrt{n}. \quad (11)$$

Note that by off-line performing the segmentation for $n = 1$ and another sample value of $n$, we can easily obtain $S(1)$ and $c_1$. Then, the established model can be used to estimate the total compression size under any other number of segments.

**B. Average Transmission Size**

In order to calculate the average transmission size, we need to find out the average number of visible segments. On one extreme, when there is only one segment, the viewer can see it in all views. On the other extreme, when the number of segments approach to infinite, on average the viewer can see half of the segments from any view. Note that here we do not consider the viewing frustum constraint since it only scales down the average transmission size and does not affect the optimal number of segments. Therefore, for a given number of segments, the percentage of visible segments is somewhere between 0.5 and 1.

To make the problem simpler, we assume that the normal vectors for each triangle are uniformly distributed. In other words, we assume that in each view there are approximately the same number of triangles. By performing the Gauss map on a 3D mesh, we uniformly distribute all the triangles onto a sphere.

In general, only half of the sphere can be seen from a particular view, but we need to consider those boundary segments, which usually contain large invisible portions. Assuming $n$ is large (no less than 20), each segment is small enough and we can deem that each boundary segment has only a small visible portion. In this way, the total transmission area in the sphere can be expressed as the sum of half of the sphere surface area and the band near the equator shown in Fig. 8, i.e. $S_v = 2\pi r^2 + 2\pi rd$, where $r$ is the radius of the sphere and $d$ is the average diameter of a segment. Since each segment on average has an area of $\frac{4\pi r^2}{n}$ in the sphere, the diameter of a segment should be proportional to $\sqrt{\frac{4\pi r}{n}}$. Thus, the average number of visible segments can be derived as

$$N(n) = \frac{S_v}{\frac{4\pi r^2}{n}} = \frac{n}{2} + c_2\sqrt{n}. \quad (12)$$

Finally, the average transmission size becomes

$$S_t(n) = \frac{S(n)}{n}N(n)$$

$$= S(1)(\frac{1}{2} + c_1c_2 + \frac{c_2}{\sqrt{n}} + \frac{c_1\sqrt{n}}{2}), \quad (13)$$

where the parameters can be obtained through off-line measuring a few $(S_t, n)$ sampling pairs. Based on the model in Eq. (13), we can easily derive that the minimal average transmission size is achieved at $n = \frac{2a_2}{c_1}$, which is the optimal number of segments.

![Fig. 8. The dark part is the invisible segments while the part left is to be transmitted.](image)
TABLE I
THE COMPARISON OF DIFFERENT VIEWING FRUSTUM BASED SEGMENT SELECTION ALGORITHMS.

<table>
<thead>
<tr>
<th>model</th>
<th># of vertices</th>
<th># of triangles</th>
<th># of segments</th>
<th># of selected segments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Woman</td>
<td>18,207</td>
<td>35,713</td>
<td>300</td>
<td>132.8</td>
</tr>
<tr>
<td>Bunny</td>
<td>34,834</td>
<td>69,451</td>
<td>400</td>
<td>175.4</td>
</tr>
<tr>
<td>Horse</td>
<td>48,485</td>
<td>96,966</td>
<td>500</td>
<td>218.1</td>
</tr>
<tr>
<td>Head</td>
<td>160,940</td>
<td>316,948</td>
<td>700</td>
<td>322.7</td>
</tr>
</tbody>
</table>

(a) Woman (b) Bunny (c) Horse (d) Head

Fig. 9. The segmentation results using the proposed normal similarity criterion. The numbers of segments for each model are given in Table I.

V. RESULTS

A. Results of Mesh Segmentation

In this section, we evaluate our proposed criteria for mesh segmentation. Note that there are two weighting parameters, $\alpha_1$ and $\alpha_2$, defined in Eq. (1) for tradeoff among the three criteria. The selection of these weights depends on the application. We first verify the normal similarity criterion with $\alpha_1 = \alpha_2 = 0$. The four mesh models listed in Table I are used as test models. Fig. 9 shows the mesh segmentation results. It can be seen that triangles with similar normal directions are grouped together and the segments are relatively flat, which demonstrate the effectiveness of the normal similarity criterion.

We then compare the cases with and without the additional redundancy criterion. We set $\alpha_1 = 0.5$ and $\alpha_2 = 0$ for the case with the redundancy criterion. As shown in Fig. 10, the algorithm with the additional redundancy criterion achieves better compression performance, up to about 10 kbytes reduction in compression size. The gain is more prominent for relatively larger models and in general grows with the increased number of segments.

We further compare the cases with and without the additional uniformity criterion. We set $\alpha_1 = 0$ and $\alpha_2 = 0.5$ for the case with the uniformity criterion. The results are shown in Fig. 11. It can be seen that this third criterion indeed results in segments with relatively uniform sizes. For example, without the criterion the segment in orange-red color in Fig. 11(a) is much larger than other segments while it is being divided when using the additional uniformity criterion.

Note that in the following experiments, for simplicity we only use the first two segmentation criteria with the same weight and set the third criterion weight to zero, i.e. $\alpha_1 = 0.5$ and $\alpha_2 = 0$.

B. Results of Segment Selection

To simplify the simulations, we only construct the top and bottom planes of the view frustum and assume the other four planes (near, far, left and right) have no limitation on segment visibility. In particular, let $O$ be the center of the model, and $M$ and $N$ are the midpoints from the center to the topmost point and the bottommost point respectively, as shown in Fig. 12. We define the viewing point $V$ on the horizontal plane passing through center $O$ and perpendicular to vector $MN$. The length of $VO$ is set to twice of the length of $MN$ and these two vectors define a vertical plane. The projects of the two culling planes (top and bottom) of the view frustum on the vertical plane are labelled as $VP$ and $VQ$ in Fig. 12, and the dashed line indicates the range of the target model on the vertical plane.

After fixing a view point, the variation of the view angle is through randomly selecting a point $C$ on $MN$ and moving the crossing points $A$ and $B$ accordingly to change the two culling planes of the viewing frustum.

We compare our proposed view frustum based segment selection algorithm with the one proposed in [13], which uses a sphere instead of a box to bound a segment. The comparison results are shown in Table I. Note that in the number of selected segments, all the visible segments are being selected...
by both algorithms while our algorithm chooses less invisible segments than the one in [13], which demonstrates that our proposed algorithm is more efficient. This is mainly because the bounding box we use can enclose each segment more tightly.

C. Results of View-dependent 3D Mesh Transmission

We compare our proposed scheme with the one without any segmentation preprocess, i.e. using 3DMC to code the entire 3D mesh model. Table II summarizes the coding and transmission results. In the table, we use the ratio between the total size of our proposed algorithm and the total size of 3DMC, i.e. $B/A$, to indicate the overhead of segmentation. The overhead is mainly because we code each segment independently and the boundary vertices have to be counted more than once. However, compared with 3DMC, on average our proposed algorithm requires about 50% less bits for a particular view. This bandwidth saving is indicated by the $C/A$ values in the table, which are the average values over 20 randomly selected view angles.

In addition to the bandwidth saving, our proposed framework also supports progressive transmission and rendering as described in section III-C. Fig. 13 shows such an example. In particular, the entire bunny model is divided into 380 segments. In Fig. 13(a), the most contributable 80 segments are transmitted, based on which the client can basically recognize the shape. With the 166 segments in Fig. 13(b), the model becomes clearer. With the 226 segments in Fig. 13(c), the complete view-based model is received, and the side view is displayed in Fig. 13(d) to show the non-transmitted parts.

D. Results of Optimal Number of Segments

We first verify the discovered relationship between the overall compression size and the number of segments. Fig. 14 compares the real compression sizes with the estimated compression sizes using Eq. (11) under different numbers of segments. We can see that the estimated results match the measured results very well, especially when the number of segments is more than 20. This demonstrates the accuracy of our proposed model.

We further verify the derived relationship between the average transmission size and the number of segments described in Eq. (13). Fig. 15 shows the results for the bunny model. Although the theoretical results are not exactly equal to the real results, they still match quite closely, especially at the region around the minimum average transmission size. Thus, this demonstrates that using our proposed theoretical model is sufficient to find the optimal number of segments.

VI. Conclusion

In this paper, we have described a view-dependent 3D mesh transmission scheme. To enable view-dependent transmission, a mesh segmentation algorithm is developed, which divides the mesh based on the normal directions of the triangles and also takes coding redundancy and non-uniformity into consideration. To facilitate the segment selection and assembling...
TABLE II
THE RESULTS OF 3D MESH CODING AND TRANSMISSION.

<table>
<thead>
<tr>
<th>model</th>
<th>3DMC total size (A) (bytes)</th>
<th># of seg.</th>
<th>proposed algorithm total size (B) (bytes)</th>
<th># of trans. seg.</th>
<th>trans. data (C) (bytes)</th>
<th>B/A</th>
<th>C/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>woman</td>
<td>146,385</td>
<td>270</td>
<td>193,897</td>
<td>73</td>
<td>74,845</td>
<td>1.325</td>
<td>0.511</td>
</tr>
<tr>
<td>bunny</td>
<td>261,180</td>
<td>380</td>
<td>328,694</td>
<td>138</td>
<td>121,710</td>
<td>1.258</td>
<td>0.466</td>
</tr>
<tr>
<td>horse</td>
<td>364,269</td>
<td>450</td>
<td>450,923</td>
<td>146</td>
<td>167,993</td>
<td>1.238</td>
<td>0.461</td>
</tr>
<tr>
<td>head</td>
<td>1,101,173</td>
<td>800</td>
<td>1,287,979</td>
<td>373</td>
<td>492,615</td>
<td>1.170</td>
<td>0.447</td>
</tr>
</tbody>
</table>

Fig. 14. The results of the overall compression sizes under different number of segments.

for transmission, we store three properties for each segment including a bounding box, a blind-viewing cone and a surface area together with an average normal vector. The bounding box is used to check whether the segment is inside or outside the viewing frustum. The blind-viewing cone is used to determine whether any triangle in a segment is facing towards the viewer. The surface area and the average normal vector are used to compute the normalized effective surface area to determine the transmission priority. Moreover, we have further developed analytical models to find the optimal number of segments. Simulation results demonstrate that the proposed system is able to use less bandwidth for the transmission of a 3D mesh model given a client’s viewing parameters.

Our current work can be further extended in the following directions. First, we may consider applying progressive coding for each segment and studying how to trade off the LODs among different segments. Second, it is interesting to study the occlusion issue when multiple mesh objects co-exist in one scene. In addition, it would also be interesting to consider the packet loss and error corruption problems in wireless environment. Our prioritized mesh segments might need to combine with error correction techniques to ensure a robust transmission.
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Fig. 13. An example to illustrate the view-dependent transmission process for bunny.

Fig. 15. The results of the average transmission sizes under different numbers of segments for the bunny model.


