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Abstract—In this paper, we develop an opportunistic spectrum scheduling scheme for cognitive radio networks. In the proposed scheme, the channel status (i.e., whether being occupied by primary users) and the instantaneous channel quality (SNR at the secondary receiver) are assumed to vary fast within a frame which consists of a fixed number of slots. At each scheduling epoch, each secondary user will observe the channel conditions, namely the channel status and the channel quality. Based on the queue size and the observed channel conditions, each secondary user will estimate the throughput for each channel over the frame to be scheduled. A scheduling algorithm is performed to maximize the expected aggregate throughput of all the secondary users. We evaluate the performance of the proposed scheduling scheme in terms of throughput and percentage of packet drop.
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I. INTRODUCTION

The report published by the Federal Communications Commission (FCC) [1] showed that under the present spectrum allocation framework, the licensed spectrum is underutilized for most of the time while the unlicensed spectrum is heavily occupied. Due to insufficient bandwidth and high interference in the unlicensed spectrum (e.g., 2.4GHz band), the unlicensed wireless networks have often found it difficult to achieve the desired quality-of-service (QoS). To improve the overall spectrum utilization and QoS support, cognitive radio (CR) technology has emerged to allow the unlicensed users (also called secondary users) to opportunistically access the channels allocated to the licensed users (also called primary users) on a non-interfering basis [2]. In most cognitive radio networks, a licensed spectrum usually consists of several channels which can be specified by their center frequency and bandwidth, and the secondary users logically divide the licensed channels into slots. In most cognitive radio networks (CRNs), the secondary user transmissions are conducted over a large time scale called a frame which is composed of a fixed number of slots. Within a frame, the secondary users sense the licensed channels at the beginning of each slot and access the idle channels for the remaining slot duration.

An important issue in a CRN is to schedule the data transmission of each secondary user to improve the spectrum utilization and guarantee QoS (e.g. higher throughput, smaller packet delay, etc.) for secondary users. Several spectrum scheduling schemes are available in the literature [3]-[6]. In [3], a MAC layer scheduling algorithm was presented using integer linear programming (ILP). The licensed channels act as links to connect the secondary users\(^1\) with one another. Within a frame, a distributed scheduling algorithm is implemented to activate the available links without causing interference among the users. In [4], several scheduling algorithms which maximize the transmission capacity while keeping fairness among the users were presented. These scheduling algorithms consider the link capacity, signal to interference and noise ratio (SINR), and traffic demand of the users. In [5], scheduling algorithms which consider the interference, fading and packet delay were presented. The objective of the scheduling algorithms in [5] is to maximize the transmission capacity of the users. In [6], scheduling algorithms using ILP were proposed. The scheduling algorithms in [6] consider the packet delay, maximum frequency, interference temperature, and throughput.

In all the above works, the conditions of the licensed channels such as primary user activity and channel quality (signal-to-noise ratio measured at the secondary receiver) are assumed to remain constant during the entire frame. Hence, the above schemes are not applicable when these channel conditions vary fast within a frame, say on a slot-by-slot basis. In other words, a slot-based scheduling such as [7] is required when the channel conditions vary on a slot-by-slot basis. However, slot-based scheduling incurs large scheduling overhead over a frame compared to frame-based scheduling. The above schemes work on the principle that a higher throughput is achieved if more bandwidth (channels) is allocated to that user. Such an approach can result in bandwidth wastage if a user which does not have sufficient packets in the queue during the frame is allocated a large bandwidth. Therefore, we consider the queue status of the users in our proposed scheme.

In this paper, we develop a queue-aware frame-based opportunistic spectrum scheduling scheme. The objective of the proposed scheduling scheme is to allocate the channels to the users such that the overall throughput is maximized while keeping a low scheduling overhead per frame. A user uses its queue status to calculate its expected throughput over a channel in a frame. Based on the expected throughput, the scheduler assigns the channels to the users with the highest expected throughput.

II. SYSTEM MODEL AND ASSUMPTIONS

We consider a CRN consisting of \(V\) users which can communicate with one another using one of the \(U\) channels. A scheduling algorithm (explained later) is implemented by

\(^1\)In the rest of the paper, the term ‘licensed channel’ is simply referred as ‘channel’. Similarly the term ‘secondary user’ is simply referred as ‘user’.
the central scheduler (CS) which assigns the channels to the users. We consider time slot based transmission in which one frame is composed of $N$ slots. We assume a common control channel is available to the users of the CRN. Such scheduling schemes with a common control channel can also be found in [2] and [6]. In the proposed scheme, the users and the central scheduler exchange control information which includes throughput estimation and transmission schedules. At the beginning of each frame, each secondary user obtains the following information: the status of the channels (from channel sensing), the channel quality of each channel (depending on the received signal power at the destination node), and the queue status of the user. Based on this information\(^2\), each user estimates its expected throughput on each channel during the entire frame. The expected frame throughput is estimated through a Markov chain formulation described in Section III-A. Once the expected throughput for the frame for all the channels is calculated, the user sends a control packet to the CS containing the user index, channel index, and its corresponding expected frame throughput for the channel. Based on the information provided by all the contending users, the CS implements the scheduling algorithm (described in Section III-B) and broadcasts the scheduling information to all the users. When a channel is allocated to a user, the user can transmit data on that channel during the whole frame time. However, in order not to interrupt the transmission of primary users, before transmitting data packets, the user senses the channel at the beginning of each slot. If the primary user activity is not detected, the channel is assumed to be idle for that slot and therefore available for user to access.

Let each user have a single transmission queue of size $Q$ packets. We assume that packet arrivals occur independently for each user and follow a batch Bernoulli process with a mean arrival rate of $\lambda$ packets per slot. The arrival rate $\lambda$ can be expressed as $\lambda = \sum_{i=0}^{L} P(A=i)$, where $P(A=i)$ represents the probability of $i$ packet arrivals in a slot and $L$ denotes the maximum number of packet arrivals.

The status of a channel can be either busy or idle depending on the presence or absence of the primary user’s activity. The channel status in slot $n$ is denoted by $s_n$. $s_n$ takes the value 0 or 1 depending on whether the channel status is busy or idle, respectively. Similar to [7], the status of a channel is modeled as a two-state Markov chain with the state transition matrix $P(s_{n+1}|s_n)$ given by

$$P(s_{n+1}|s_n) = \begin{pmatrix} P(0|0) & P(1|0) \\ P(0|1) & P(1|1) \end{pmatrix} \quad (1)$$

where $P(0|1), P(1|0)$ represents the transition probability from state $i$ in the current slot to state $i'$ in the next slot, and it is assumed to be known to the secondary users as in [7]. With $U$ channels, let $P(s_{n+1}^u|s_n^u)$ denote the state transition matrix corresponding to channel $u$ for $u \in \{1, \ldots, U\}$.

The signal-to-noise ratio (SNR) for the channels measured at destination users are assumed to be time varying, following a Nakagami-$m$ distribution [8]. The transmitting users adapt their modulation and coding to cope with the time varying SNR. According to [8], for a given target packet error rate (PER) and average SNR $\bar{\gamma}$, the instantaneous SNR $\gamma_{u,v}$ for a channel $u$ corresponding to user $v$ can be partitioned into $C$ regions $[\gamma_{u,v}^c, \gamma_{u,v}^{c+1})$ ($c \in \{0, 1, \ldots, C - 1\}$), and within each region a mode corresponding to a specific modulation and coding rate is chosen. Each SNR region is denoted by mode $c_{u,v} \in \{0, 1, \ldots, C - 1\}$. The SNR region $[\gamma_{0,v}^c, \gamma_{0,v}^{c+1})$ corresponds to the mode $c_{0,v} = 0$ in which the transmission is not allowed. [8] provides a procedure to model the fading channel quality as a finite state Markov chain (FSMC) with $C$ states. The state transition matrix is denoted by $P(c_{n+1,u,v}|c_{n,u,v})$ for every channel $u$ associated with user $v$. $P(c_{n+1,u,v} = j|c_{n,u,v} = j)$ denotes the probability that the channel state changes from mode $j$ in slot $n$ to mode $j'$ in slot $n+1$. The transmission rate of a channel $u$ in slot $n$ is equal to $b_n c_{n,u,v}$ where $b_n$ is a parameter specified based on system requirements. It is worthy to notice that the FSMC model characterizes the channel state transition of secondary users under the condition that the channel is not occupied by the primary users. When primary user is active, secondary users are prohibited to transmit.

### III. The Queue-aware Opportunistic Spectrum Scheduling Scheme

In this section, we present the queue-aware frame-based opportunistic spectrum scheduling scheme which is used by the CS for channel allocation.

#### A. Throughput Estimation

Let $T_n(u,v)$ denote the estimated throughput of user $v$ on channel $u$ at slot $n$ in a frame. We introduce a state vector $x_{n,v} = [s_n^u, c_{n,u,v}, q_n^u]$ ($n=1,2,\ldots,N$) for the system, where $s_n^u$ represents the status (i.e., busy or idle) of channel $u$ at slot $n$ in a frame\(^3\), $c_{n,u,v}$ represents the mode of the channel quality for the channel $u$ for user $v$ at slot $n$, $q_n^u$ represents the queue status of user $v$ at the beginning of slot $n$, and $N$ is the number of slots in a frame. For simplicity of presentation, the state vector for any channel-user pair is indicated as $x_{n} = [s_n, c_n, q_n]$. The evolution of the state vector $x_n$ within a frame is modeled using a discrete time Markov chain (DTMC). The probability distribution for the state vector $x_n$ in slot $n$ is denoted by

$$\Pi_n = \Pi(x_n|i,c_n=j,q_n=k),$$

for $i \in \{0,1\}$, $j \in \{0,1,\ldots,C-1\}$, and $k \in \{0,1,\ldots,Q\}$, where $\Pi(x_n|i,c_n=j,q_n=k)$ represents the probability that the values of states $s_n, c_n$ and $q_n$ are $i$, $j$, and $k$, respectively.

A state transition occurs at the end of every slot with a probability $P(x_{n+1}|x_n)$, also denoted as $P(s_{n+1}=i',c_{n+1}=j',q_{n+1}=k'|s_n=i,c_n=j,q_n=k)$ where $i',j' \in \{0,1\}$, $i,j \in \{0,1,\ldots,C-1\}$ and $k,k' \in \{0,1,\ldots,Q\}$. The state transition matrix $P(x_{n+1}|x_n)$ for the DTMC is given

\(^2\)Note this information corresponds to the first slot in the frame. Such information in the remaining slots of the frame is not known.

\(^3\)Note that the channel status in slot $n$ is the same for all the secondary users.
by $P(x_{n+1}|x_n) = 
\begin{pmatrix}
P(0,0,0|0,0,0) & P(0,0,1|0,0,0) & \cdots & P(1,C-1,Q|0,0,0) \\
P(0,0,0|0,0,1) & P(0,0,1|0,0,1) & \cdots & P(1,C-1,Q|0,0,1) \\
\vdots & \vdots & \ddots & \vdots \\
P(0,0,0|1-C,Q) & P(0,0,1|1-C,Q) & \cdots & P(1,C-1,Q|1-C,Q)
\end{pmatrix}
$(3)

where the transition probability $P(i', j', k'|i,j,k)$ is calculated as follows:

$$P(i', j', k'|i,j,k) = P(s_{n+1} = i', c_{n+1} = j', q_{n+1} = k'|s_n = i, c_n = j, q_n = k)$$

$$= P(s_{n+1} = i', c_{n+1} = j', q_{n+1} = k'|s_n = i, c_n = j, q_n = k)$$

$$= P(q_{n+1} = k'|s_n = i, c_n = j, q_n = k, s_{n+1} = i', c_{n+1} = j') \cdot P(s_{n+1} = i'|s_n = i, c_n = j) \cdot P(c_{n+1} = j'|c_n = j) \cdot .$$

In (4) the state variables $s_{n+1}$, $c_{n+1}$ and $q_{n+1}$ are independent of one another. Further, $s_{n+1}$ does not depend on $q_n$ and $c_n$, similarly $c_{n+1}$ does not depend on $q_n$ and $s_n$. Therefore (4) can be expressed as

$$P(i', j', k'|i,j,k) = P(q_{n+1} = k'|s_n = i, c_n = j, q_n = k) \cdot P(s_{n+1} = i'|s_n = i) \cdot P(c_{n+1} = j'|c_n = j).$$

In (5), the value of $P(s_{n+1} = i'|s_n = i)$ is obtained from (1) and the value of $P(c_{n+1} = j'|c_n = j)$ is obtained from the FSMC model for the corresponding channel-user pair. The conditional probability $P(q_{n+1} = k'|s_n = i, c_n = j, q_n = k)$ is calculated as follows.

The queue status $q_{n+1}$ at the beginning of slot $n + 1$ for any user can be expressed as

$$q_{n+1} = q_n - d_n + a_n$$

where $a_n$ represents the number of packets arriving at the queue in slot $n$ whereas $d_n$ represents the number of packet departures in slot $n$. The number of packet departures are calculated from

$$d_n = \min(q_n, b_ns_n c_n).$$

In (7), $b_n$ represents the number of packets that can be transmitted in a slot for the lowest transmission mode ($c_n = 1$). Note that in our proposed scheduling scheme, a portion of the first slot in a frame is used for control information exchange. Therefore, the value of $b_1$ is different from those in other slots. It depends on the effective transmission time in the first slot after scheduling.

From (6) and (7), we have $a_n = k' - k + \min(k, b_n i j)$, then the conditional probability $P(q_{n+1} = k'|s_n = i, c_n = j, q_n = k)$ is obtained as

$$\begin{cases}
P(A = a_n) & \text{if } k' < Q, 0 \leq a_n \leq L \\[a_n=a_n, \sum_{i'=a_n}^{L} P(A = a'_{n}) & \text{if } k' = Q, 0 \leq a_n \leq L \\0 & \text{otherwise.}
\end{cases}$$

Note that some of the arrived packets will be dropped if the queue is full (e.g., $k' = Q$). The expected throughput $T_n(u, v)$ for any channel-user pair (for presentation simplicity, we denote it as $T_n$ in the rest of the paper) can be calculated as follows.

The state vector for the first slot in the frame is denoted as $x_1 = [s_1, c_1, q_1]$. According to the proposed scheduling scheme, the value of this state vector is obtained from the observation of the channel and queue status at the beginning of each frame. Let $s', c'$ and $q'$ denote the observed values for the channel status, channel mode and initial queue status, respectively. The corresponding probability distribution is denoted by

$$\Pi_1 = \Pi_{1} \{ s_1=i, c_1=j, q_1=k \}$$

for $i \in \{0,1\}$, $j \in \{0,1,\ldots,C-1\}$, and $k \in \{0,1,\ldots,Q\}$ where $\Pi_{1} \{ s_1=i, c_1=j, q_1=k \}$ is given by

$$\Pi_{1} \{ s_1=i, c_1=j, q_1=k \} = \begin{cases}
1 & i = s', j = c', k = q' \\
0 & \text{otherwise.}
\end{cases}$$

The probability distribution of the state vector for the remaining slots in the frame is found recursively using the expression

$$\Pi_{n+1} = \Pi_n P(x_{n+1}|x_n) = \Pi_1 \left[ \prod_{n'=1}^{n} P(x_{n'+1}|x_{n'}) \right]$$

$$= \Pi_1 \left[ \prod_{n'=1}^{n} P(q_{n'+1}|q_{n'}) \right] \left[ P(c_{2}|c_1) \right] \left[ P(s_2|s_1) \right]^{n}$$

$$= \Pi_1 \left[ \prod_{n'=1}^{n} P(q_{n'+1}|q_{n'}) \right] P(c_{n+1}|c_1) P(s_{n+1}|s_1)$$

for $n = \{1,2,\ldots,N-1\}$. The expected throughput $T_n$ in slot $n (n \in \{1,2,\ldots,N\})$ is calculated as

$$T_n = \sum_{i,j,k} \Pi_{1} \{ s_1=i, c_1=j, q_1=k \} \cdot \min(q_n = k, b_n i j)$$

where $i \in \{0,1\}$, $j \in \{0,1,\ldots,C-1\}$ and $k \in \{0,1,\ldots,Q\}$. The expected throughput for the entire frame $T_f(u, v)$ (or simply $T_f$) for any channel-user pair is given by

$$T_f = \sum_{n=1}^{N} T_n.$$
the packet size in bits, $T_s$ denotes the slot duration and $T_p = T_s - T_{ov}$ is the transmission time remaining in the first slot of the frame. Here, $T_{ov} = L_{ov}/R_c$ denotes the time taken in exchanging the scheduling overhead. $L_{ov}$ denotes the size of the scheduling overheads in bits whereas $R_c$ is the transmission capacity of the common control channel. $L_{ov}$ is calculated as follows:

$$L_{ov} = L_{ov}^{up} + L_{ov}^{down}$$  \hspace{1cm} (13)

where $L_{ov}^{up}$ and $L_{ov}^{down}$ are the uplink and downlink scheduling overheads expressed in bits, respectively. $L_{ov}^{up}$ and $L_{ov}^{down}$ can be obtained from

$$L_{ov}^{up} = V \cdot (U \cdot (u_{index} + L_{T_f}) + v_{index})$$  \hspace{1cm} (14)

$$L_{ov}^{down} = U \cdot (u_{index} + v_{index})$$  \hspace{1cm} (15)

Note, $L_{ov}$ increases with an increase in the number of channels and/or users. Consequently, as $L_{ov}$ increases, $T_{ov}$ also increases causing $T_p$ to decrease. In (14), $L_{T_f}$ denotes number of bits needed to represent the expected frame throughput $T_f(u, v)$ corresponding to the channel-user pair identified by the index values $u_{index}$ and $v_{index}$ respectively.

### B. Scheduling Algorithm

The CS allocates the channels to the secondary users according to the following algorithm:

1. Let $CS_T = \{ T_f(u, v) \}$ denote the set containing the expected frame throughput for each channel-user pair, where $u$ denotes the channel index and $v$ represents the user index.
2. Find the channel-user pair $(u, v)$ with the highest value of $T_f(u, v)$. Ties are broken randomly if multiple channel-user pairs share the highest value. Let $(u^*, v^*)$ denote the winning pair. Allocate channel $u^*$ to user $v^*$.
3. Remove all the frame throughput values associated with channel $u^*$ and user $v^*$ from the set $CS_T$.
4. Repeat the above from step 2 till either all channels or all users have been allocated.

After identifying all possible channel-user allocations, the CS broadcasts the channel allocation information to the users using a control packet which carries the channel index and the corresponding user index. Thereafter, the users access their respective channels for the remaining frame duration when the channels are available.

### IV. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed scheduling scheme. The simulations are performed for a duration of 200000 slots. As the existing frame-based scheduling schemes [3]-[6] are not applicable to the case where channel conditions vary on a slot-by-slot basis, we compare with the slot-based scheduling which is realized by setting the frame size $N = 1$ slot. The following performance measures are considered in the simulation:

- **Average channel throughput $\overline{T}$:** $\overline{T}$ is calculated for all channels, and simply referred to as average throughput. $\overline{T}$ is obtained as follow:

$$\overline{T} = \frac{\sum_{u=1}^{U} T_u}{U}$$  \hspace{1cm} (16)

where $T_u$ is the throughput for channel $u$ ($u \in \{1, 2, \ldots, U\}$), which is the ratio between the total number of packet departures (from all users) over the channel and the total number of slots during the simulation. $T_u$ is expressed in packets per slot.

- **Percentage of dropped packet $D(\%)$:** Let $d(v)$ represent the number of dropped packets for each user $v$ and $r(v)$ represent the number of packet arrivals for each user $v$ during the simulation. The percentage of dropped packet $D(\%)$ is obtained from

$$D(\%) = \frac{\sum_v d(v)}{\sum_v r(v)} \cdot 100\%.$$  \hspace{1cm} (17)

The following parameters are set for the simulations: the number of secondary users $V = 8$ while the number of channels $U$ in the network is chosen in the range $[2, 5]$. The traffic intensity on any channel due to primary user activity is at least $50\%$. All users have the same average arrival rate $\lambda$. The frame size $N$ is chosen in the range $[1, 20]$ slots. The slot size $T_s$ is set to $2$ ms whereas the packet size $L_p$ is set to 512 bits. The transmission capacity of the control channel $R_c$ is chosen as $1$ Mbps whereas the transmission capacity for all the licensed channels in the mode $c_n = 1$ is chosen as $R_1 = 2$ Mbps. We use four bytes to express $L_{T_f}$ while $u_{index}$ and $v_{index}$ are expressed using one byte each. The values for $b_n$ for different channel settings in the network are given in the Table I. The channel quality for all the channel-user pairs is defined by the following setting: number of transmission modes $C = 5$, packet error rate $PER = 0.01$, fading factor $m = 1$, the doppler spread $f_d = 30$ Hz and $\gamma = 15 dB$.

<table>
<thead>
<tr>
<th>$U$</th>
<th>$L_{ov}$ bits</th>
<th>$b_n, n = 1$</th>
<th>$b_n, n &gt; 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>736</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>1072</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>1408</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>1744</td>
<td>1</td>
<td>7</td>
</tr>
</tbody>
</table>

### A. Effect on Average Throughput due to Frame Size

First, we consider a heavy traffic load scenario where the users’ buffers are saturated most of the time. We use a sufficiently large packet arrival rate $\lambda = 6.64$ packets per slot with a maximum of $L = 7$ packets arriving in a user’s buffer. The buffer size $Q$ for all users is set to 100 packets. Fig. 1 shows that $\overline{T}$ increases till the frame size $N$ reaches 4 slots for cases where $U = 2$ channels and $U = 3$ channels. Fig. 1 also shows that $\overline{T}$ increases till the frame size $N$ reaches 6 slots for cases where $U = 4$ channels and $U = 5$ channels. It can be seen from Fig. 1 that the higher throughput can be achieved using the proposed scheduling compared to the slot-based scheduling (i.e., $N = 1$).
Fig. 1 also shows that $\overline{T}$ decreases for large frame sizes. This is due to the following reasons:

1) The transitions for channel status and channel mode can be more accurately estimated for a small frame size compared to a large frame size. Consequently, the calculated expected throughput $T_f(u, v)$ is also more accurate for a small frame size compared to a large frame size.

2) For a large frame size, some of the channel resources may be wasted. For example, for a network with $U = 2$ channels and frame size of $N = 10$ slots, the channel capacity (depending on $c_n$ and $b_n$) has a range of $[0, 268]$ packets per frame whereas the number of packets that can be transmitted by a user (depending on $a_n$ and $q_n$) has a range of $[0, 163]$ packets. Consequently, when the users cannot fully utilize the channel capacity, the throughput drops.

3) When the frame size is large, even for the user with maximum estimated throughput may be experiencing bad channel condition in some slots within the frame, which causes lower throughput.

Fig. 2. Percentage of packet drop $D$ under different frame size $N$ for $V = 8$ users, $U = 2$ channels and varying $Q$

Consider a network with $U = 5$ channels and $V = 8$ users. Both schemes require $L_{os} = 1744$ bits for each scheduling instance. However, using a frame size of $N = 6$ slots (which leads to the best performance for the case of $U = 5$ channels and $V = 8$ users, as shown in Fig.1) the scheduling overheads over a frame can be reduced by 80% using the proposed scheduling scheme.

V. CONCLUSION

We have proposed a queue-aware frame-based opportunistic spectrum scheduling scheme for CRN. The proposed scheme differs from the existing frame-based schemes in its ability to handle fast channel conditions. By taking the queue status into consideration, we have presented a Markov chain formulation to estimate the maximum expected throughput over a frame for each channel based on the channel and queue information. We have shown that the proposed scheduling scheme outperforms the slot-based scheduling scheme in terms of throughput and packet drop. Also, the proposed scheduling scheme incurs smaller overhead than that of the slot-based scheduling scheme.
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