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Abstract—Regular diurnal patterns are often seen in the workloads of cloud-based online applications. This kind of non-stationary workloads changes the processing demands over time. To run application services with minimum costs, the number of cloud instances can be dynamically adjusted according to the workload variations. Recently, a new type of scheduled instances has emerged in the Infrastructure-as-a-Service market to facilitate such configurations. Scheduled instances can be reserved based on a recurring schedule and they offer price discounts. Meanwhile, cloud vendors require minimum scheduled durations to avoid the overhead of frequently launching and terminating cloud instances. Coupled with traditional on-demand and reserved instances, it becomes more complicated for users to find the optimal combination of these three pricing options to minimize their monetary costs. For the new scheduled instances, not only the number of instances but also their start and stop times have to be decided. In this paper, we develop a fast and effective strategy to solve this problem. Based on the hourly workload distributions, we first compute the optimal number of instances to acquire for each pricing option. Then, we design a scheduling algorithm to arrange the scheduled instances in compliance with the restriction of their scheduled durations. Using the workloads of the LOL online game and the Wikipedia Mobile service as two case studies, the efficacy of our strategy is demonstrated.

I. INTRODUCTION

The growth of Infrastructure-as-a-Service (IaaS) is accelerating and attracting rapidly increasing attention. According to a latest report [1], the worldwide public cloud services market will grow by 17.2% to a total of $208.6 billion in 2016. The highest growth comes from IaaS, which is projected to grow by 42.8%. Some analysts have pointed out that the world is shifting workloads to clouds, and IaaS vendors may eventually replace legacy hardware vendors [2].

IaaS enables customers to acquire processing capacities on demand to meet their time-varying computation requirements. In addition to high scalability and fast deployment, the growth of IaaS is also stimulated by the decline of the costs of public cloud adoption [3].

Normally, IaaS vendors offer diverse pricing options to satisfy the requests of cloud users. With the changes of market conditions, the price policy is adjusted to benefit all market participants. Taking an IaaS market leader – Amazon as an example, Table I lists the latest price policy of a general-purpose Amazon EC2 instance. Comparing Table I with an old price policy of Amazon shown in Table II [4], a new option of renting the instances by scheduled reservation has emerged. The new scheduled instances enable users to purchase capacity reservations that recur on a daily, weekly, or monthly basis, with a specified start time and duration, for a one-year term [5]. Figure 1 shows the web interface for purchasing scheduled instances. This new pricing option provides a more flexible choice for periodical workloads that repeat on regular schedules. Besides the new scheduled instance, the price policy for long term reservation has also changed. Previously, users can reserve a long-term instance (reserved instance) with an upfront fee and enjoy an hourly usage price discount. But in the latest policy, the one-time upfront fee has been raised and the hourly usage charge has been cancelled. That means regardless of whether the reserved instance is running or not, users will be charged the same fee. These two price changes reflect that IaaS vendors prefer regular and steady demands.

The new price policy makes it more complicated for cloud users to purchase instances to meet their workload demands with minimum monetary costs. Previous studies [4], [6], [7] have shown that running the entire workload under a single pricing option is usually not cost-effective. With a time-varying workload, users have to decide how many instances should be long-term reserved to optimize cost. As

<table>
<thead>
<tr>
<th>Instance Type</th>
<th>Pricing Option</th>
<th>Upfront</th>
<th>Hourly</th>
</tr>
</thead>
<tbody>
<tr>
<td>m4.large</td>
<td>1-Year Reserved</td>
<td>$603</td>
<td>$0.114*</td>
</tr>
<tr>
<td></td>
<td>Scheduled Reserved</td>
<td>$0</td>
<td>$0.108*</td>
</tr>
<tr>
<td></td>
<td>On-Demand</td>
<td>$0</td>
<td>$0.12</td>
</tr>
<tr>
<td></td>
<td>1-Year Reserved</td>
<td>$603</td>
<td>$0</td>
</tr>
<tr>
<td></td>
<td>Scheduled Reserved</td>
<td>$0</td>
<td>$0.108*</td>
</tr>
</tbody>
</table>

* The total scheduled duration should be greater than 1200 hours/year, 100 hours/month, 24 hours/week, or 4 hours/day.
* Peak hours (Monday 0:00 to Saturday 0:00) 5% off On-Demand usage charges.
* Off-Peak hours (Saturday 0:00 to Monday 0:00) 10% off On-Demand usage charges.

<table>
<thead>
<tr>
<th>Instance Type</th>
<th>Pricing Option</th>
<th>Upfront</th>
<th>Hourly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Small</td>
<td>On-Demand</td>
<td>$0</td>
<td>$0.08</td>
</tr>
<tr>
<td>1-Year Reserved</td>
<td>$0.09</td>
<td>$0.09</td>
<td></td>
</tr>
<tr>
<td>Standard Medium</td>
<td>On-Demand</td>
<td>$0</td>
<td>$0.16</td>
</tr>
<tr>
<td>1-Year Reserved</td>
<td>$138</td>
<td>$0.078</td>
<td></td>
</tr>
</tbody>
</table>
the new scheduled instance comes into the market, users can further make use of it for regular workloads and save more cost. For example, in the scenario of popular online games, high workloads often come regularly in every evening. If long-term reserved instances are purchased for the peak workloads, a large amount of upfront fee needs to be paid, but quite a lot of computation resources will be wasted during low gaming times. On the other hand, completely switching to on-demand instances may also incur excessive cost due to their high hourly usage prices. To cope with regularly fluctuating workloads, adopting scheduled instances can yield a better trade-off in this dilemma. However, the existing strategies proposed for choosing between traditional on-demand and reserved instances [6], [8], [9] cannot deal with scheduled instances directly. As the scheduled instance is designed particularly for a planned demand, instance allocation strategies must be adapted to take into account the regular workload variations.

In this paper, we propose a fast and effective strategy to solve the cost optimization problem with the aforementioned three pricing options. First, we decouple the cost optimization problem into two parts. The first sub-problem is to decide how many scheduled instances and reserved instances should be booked respectively. For scheduled instances, the numbers of instances to book at different hours in a day are normally not identical when the workload shows a strong diurnal pattern. These numbers are identified through the hourly workload distributions. For reserved instances, a searching method is proposed to find the optimal allocation solution by progressively replacing scheduled/on-demand instances with reserved instances. The second sub-problem is to arrange the scheduled instances in compliance with the restriction of their scheduled durations. As shown in Table I, for each scheduled instance purchased, its running time must be longer than 4 hours per day, etc. We propose a scheduling algorithm to package the workload demands into scheduled instances so that all of them are arranged to run for sufficient time and satisfy the duration requirement.

We take two case studies: an online game League of Legend (LOL) and the Wikipedia Mobile service. Through an official API [10], we crawled the workload data of the LOL game for two years. The workload data of Wikipedia Mobile service is obtained from the statistics publicly available [11]. We analyze the workloads of these two popular online applications. Our analysis shows that the workloads of both applications are highly variable and the workload variation shows a strong regular pattern which fits well with the features of the new scheduled instance. We evaluate our cost optimization algorithms with these two workloads.

The remainder of this paper is organized as follows. Section II introduces the new type of scheduled instances in detail. Section III presents our proposed algorithms to solve the cost optimization problem. Section IV uses two real workloads as case studies to demonstrate the efficacy of our algorithms. We briefly survey the related work in Section V. Finally, Section VI concludes the paper.

II. SCHEDULED INSTANCE

Before introducing the new type of scheduled instances, we briefly review the pricing details of the traditional on-demand and reserved instances. On-demand instances allow users to pay for the resources based on the actual usage time. Let $p_{od}$ denote the hourly price of an on-demand instance. If an on-demand instance is run for $h$ hours, then its cost is $p_{od} \cdot h$. Reserved instances require users to prepay an upfront fee $C_{re}$ for a long-term commitment (one year) and then the usage is free. So, the cost of a reserved instance is simply the one-time upfront fee. From the workload perspective, reserved instances better fit for long-term stable workloads, whereas on-demand instances better match with highly variable workloads. It is intuitive that the optimal choice between an on-demand instance and a reserved instance is determined by the instance utilization. Suppose that the average utilization of an instance over one year is $\alpha$ ($0 \leq \alpha \leq 1$). Then, the cost of using an on-demand instance is $C_{od} = p_{od} \cdot \alpha \cdot T$, where $T = 24 \times 365 = 8760$ is the number of hours in a year. If $C_{od} < C_{re}$ or equivalently $\alpha < \frac{C_{re}}{p_{od} \cdot T}$, using an on-demand instance is more economical. Otherwise, a reserved instance is preferred.

The new scheduled instances provide a better option for periodical workloads that repeat regularly. We use an example to illustrate the advantage of scheduled instances. Consider a daily workload pattern shown in Figure 2(a), which demands two instances from 13:00 to 16:00, and one instance from 8:00 to 13:00 and from 16:00 to 22:00. If no scheduled instances are available, we should purchase a reserved instance for the long term and use an additional on-demand instance from 13:00 to 16:00 everyday. According to the prices shown in Table I, the total cost of one year is $603 + 0.12 \times 3 \times 365 = $734.4. On the other hand, with scheduled instances, we can reserve two scheduled instances as shown in Figure 2(b), where the first instance runs from 8:00 to 16:00 and the second instance runs from 13:00 to 22:00 everyday. The total running hours of the two instances are 17 hours. Thus, the total cost is...
603 + 0 hours as shown in Figure 2(c), the total cost would be the minimum duration required for a scheduled instance 2(a) is used for only 3 hours per day, which is less than
In the above example, the on-demand instance in Figure
of two traditional pricing options with scheduled instances.
that using scheduled instances is cheaper than using traditional reserved and on-demand instances.
Finding the optimal combination of the three pricing options to minimize cost is a challenging problem. Although the hourly cost of a scheduled instance lies between those of on-demand and reserved instances, we cannot simply replace some on-demand instances in the best combination of two traditional pricing options with scheduled instances. In the above example, the on-demand instance in Figure
the minimum duration required for a scheduled instance (4 hours, see Table I). If we directly replace the on-demand instance with a scheduled instance running for 4 hours as shown in Figure 2(c), the total cost would be 603 + 0.114 × 4 × 261 + 0.108 × 4 × 104 = $766.9, which is even higher than using only reserved and on-demand instances. This example shows that determining the optimal choice of scheduled instances is not a simple problem. To satisfy the duration requirement of scheduled instances, the start and stop times of the two instances have to be rearranged as shown in Figure 2(b), which also affects the number of reserved instances to purchase. Thus, the three pricing options should be considered as a whole in the cost optimization.

III. COST OPTIMIZATION STRATEGY
The workloads of many online applications are known to have diurnal patterns, e.g. online games [12], [13] and web services [14], [15]. To take advantage of the respective features of different pricing options, a smart strategy is to serve stable base workloads with reserved instances, to serve periodical workloads with scheduled instances, and to serve the remaining abrupt peak workloads with on-demand instances. To develop an efficient solution, we decompose the cost optimization problem into two parts. First, we decide the number of instances to acquire for each pricing option, and then, we design a schedule for each scheduled instance under its duration restriction.

A. Instance Allocation Algorithm
We start by developing an instance allocation algorithm to find the optimal number of instances to acquire for each pricing option, without considering the duration restriction of scheduled instances. We address the duration restriction later when determining the start and stop times of scheduled instances. As introduced earlier, scheduled instances can be reserved with repeated patterns recurring daily, weekly or monthly. In this paper, we shall focus on reserving scheduled instances with daily recurring patterns. Our methods can easily be extended to reserve scheduled instances with weekly or monthly patterns.
The instance allocation algorithm consists of two steps. First, we identify the maximum possible numbers of scheduled instances needed for each hour of a day, assuming that reserved instances are not available. Then, we progressively replace the scheduled/on-demand instances by the reserved instances until the total cost cannot be further reduced. This gives the optimal combination of the three pricing options.
Since scheduled instances can only be started and stopped on the hour, we model the computation demands of an application by hourly workload distributions. For each hour \( i \) of a day, let \( n_i(x) \) be the residual probability distribution of the number of instances needed for that hour. That is, \( n_i(x) \) is the probability for the number of instances needed to be at least \( x \) in hour \( i \). Figure 3 shows two sample distributions for the 9th and 22nd hours of a day which are drawn from the workload of a real online game to be introduced in Section IV.

Given the hourly workload distributions, we can easily determine the optimal number of scheduled instances to acquire for that hour, assuming that reserved instances are not available. Specifically, if the discounted price of scheduled instances is a fraction \( \alpha_s \) of the price of on-demand instances, then the optimal number for that hour is given by \( B_i = n_i^{-1}(\alpha_s) \), where \( n_i^{-1}(\cdot) \) is the inverse function of \( n_i(\cdot) \), i.e., \( n_i(B_i) = \alpha_s \). If more than \( B_i \) scheduled instances are reserved for the hour, some scheduled instances would have utilization lower than \( \alpha_s \) and thus replacing them with on-demand instances can save cost. On the other hand, if less than \( B_i \) scheduled instances are reserved, some on-demand instances to acquire for that hour can have utilization higher than \( \alpha_s \) and hence replacing them with scheduled instances can save cost. Therefore, the optimal number of scheduled instances to reserve is \( B_i \). In the example of Figure 3, suppose that \( \alpha_s = 95\% \). Then, as shown by the red dashed lines, for the 9th hour, \( B_9 = n_9^{-1}(95\%) = 322 \) scheduled instances should be used, and for the 22nd hour,

\[
0.114 \times 17 \times 261 + 0.108 \times 17 \times 104 = $696.7 \text{ (assume there are 261 weekdays and 104 weekend days in a year). It can be seen that using scheduled instances is cheaper than using traditional reserved and on-demand instances.}

\[
0.114 \times 17 \times 261 + 0.108 \times 17 \times 104 = $766.9 \text{, which is even higher than using only reserved and on-demand instances. This example shows that determining the optimal choice of scheduled instances is not a simple problem.}

To satisfy the duration requirement of scheduled instances, the start and stop times of the two instances have to be rearranged as shown in Figure 2(b), which also affects the number of reserved instances to purchase. Thus, the three pricing options should be considered as a whole in the cost optimization.

III. COST OPTIMIZATION STRATEGY
The workloads of many online applications are known to have diurnal patterns, e.g. online games [12], [13] and web services [14], [15]. To take advantage of the respective features of different pricing options, a smart strategy is to serve stable base workloads with reserved instances, to serve periodical workloads with scheduled instances, and to serve the remaining abrupt peak workloads with on-demand instances. To develop an efficient solution, we decompose the cost optimization problem into two parts. First, we decide the number of instances to acquire for each pricing option, and then, we design a schedule for each scheduled instance under its duration restriction.

A. Instance Allocation Algorithm
We start by developing an instance allocation algorithm to find the optimal number of instances to acquire for each pricing option, without considering the duration restriction of scheduled instances. We address the duration restriction later when determining the start and stop times of scheduled instances. As introduced earlier, scheduled instances can be reserved with repeated patterns recurring daily, weekly or monthly. In this paper, we shall focus on reserving scheduled instances with daily recurring patterns. Our methods can easily be extended to reserve scheduled instances with weekly or monthly patterns.
The instance allocation algorithm consists of two steps. First, we identify the maximum possible numbers of scheduled instances needed for each hour of a day, assuming that reserved instances are not available. Then, we progressively replace the scheduled/on-demand instances by the reserved instances until the total cost cannot be further reduced. This gives the optimal combination of the three pricing options.
Since scheduled instances can only be started and stopped on the hour, we model the computation demands of an application by hourly workload distributions. For each hour \( i \) of a day, let \( n_i(x) \) be the residual probability distribution of the number of instances needed for that hour. That is, \( n_i(x) \) is the probability for the number of instances needed to be at least \( x \) in hour \( i \). Figure 3 shows two sample distributions for the 9th and 22nd hours of a day which are drawn from the workload of a real online game to be introduced in Section IV.

Given the hourly workload distributions, we can easily determine the optimal number of scheduled instances to acquire for that hour, assuming that reserved instances are not available. Specifically, if the discounted price of scheduled instances is a fraction \( \alpha_s \) of the price of on-demand instances, then the optimal number for that hour is given by \( B_i = n_i^{-1}(\alpha_s) \), where \( n_i^{-1}(\cdot) \) is the inverse function of \( n_i(\cdot) \), i.e., \( n_i(B_i) = \alpha_s \). If more than \( B_i \) scheduled instances are reserved for the hour, some scheduled instances would have utilization lower than \( \alpha_s \) and thus replacing them with on-demand instances can save cost. On the other hand, if less than \( B_i \) scheduled instances are reserved, some on-demand instances to acquire for that hour can have utilization higher than \( \alpha_s \) and hence replacing them with scheduled instances can save cost. Therefore, the optimal number of scheduled instances to reserve is \( B_i \). In the example of Figure 3, suppose that \( \alpha_s = 95\% \). Then, as shown by the red dashed lines, for the 9th hour, \( B_9 = n_9^{-1}(95\%) = 322 \) scheduled instances should be used, and for the 22nd hour,
scheduled instances and on-demand instances. Specifically, essentially provision each instance with a combination of

Then, each point (x, y) implies that the instance indexed x has a utilization of y. The numbers Bi computed above essentially provision each instance with a combination of scheduled instances and on-demand instances. Specifically, for the instance indexed x, in each hour i of a day, if Bi ≥ x, a scheduled instance is acquired to serve its workload in hour i. Otherwise, if Bi < x, an on-demand instance is acquired to serve its workload in hour i. In the absence of reserved instances, this is the best way to provision the indexed instance x, and the total cost of the instance over one year is given by

where pod is the hourly price of an on-demand instance, αs is the price ratio between a scheduled instance and an on-demand instance, and 365 is the number of days in a year. In the example of Figure 3, consider the instance indexed 400. Since B9 = 322 < 400 and B22 = 743 > 400, an on-demand instance is acquired to serve as instance #400 in the 9th hour and a scheduled instance is acquired to serve as instance #400 in the 22nd hour.

Now, let us further take the reserved instances into consideration. With the reserved instances available, each indexed instance x can either be reserved for one year so that no scheduled or on-demand instance needs to be acquired to serve its workload, or be provisioned with the above best combination of scheduled instances and on-demand instances. To minimize cost, we should compare the costs of these two options and choose the option with lower cost. Let Cre be the one-time upfront fee of a reserved instance. If c(x) > Cre, a reserved instance should be used to provision the indexed instance x; if c(x) ≤ Cre, a combination of scheduled instances and on-demand instances should be used to provision the indexed instance x. Thus, to find the optimal combination of the three pricing options, we can compute the cost of each indexed instance x based on the numbers Bi obtained earlier and check the cost against Cre to decide whether to convert the indexed instance x into a reserved instance. In the case that it is converted into a reserved instance, the number of scheduled instances needed for each hour would need to be adjusted. Let Ri be the number of reserved instances to acquire in each hour i.

**Instance Allocation Algorithm:**

**Input:** hourly workload distributions ni(x)

**Output:** R - the number of reserved instances to acquire

r_i - the number of scheduled instances to acquire

---

**for** i = 1 to 24 **do**

Bi = ni−1(αs);

x = 0;

**do** let x = x + 1;

compute c(x);

**while** c(x) ≥ Cre;

R = x − 1;

**for** i = 1 to 24 **do**

r_i = max{0, Bi − R};

return R and all r_i;

---

**Figure 4. Instance allocation algorithm**
if we can reserve scheduled instances to fulfil the following conditions:

1) once an instance is started, it can only be stopped after at least 4 hours.
2) the number of active instances in any hour is equal to the demand for that hour.

A feasible demand list may have multiple reservation schedules satisfying the above two conditions. We refer to these schedules as eligible reservation schedules. If a demand list is not feasible, no reservation schedule exists to meet all the demands without having any reservation period of scheduled instances left idle.

Our solution is based on the following observation illustrated in Figure 5. Consider a demand list with a single peak. That is, there exists an hour \( p \) such that the demand is non-decreasing before \( p \) and is non-increasing after \( p \). If the demand list is feasible, then there must exist an eligible reservation schedule in which no instance is stopped before \( p \) and no instance is started after \( p \). In order to prove this claim, suppose that an eligible reservation schedule for the demand list has one instance \( U \) stopped at hour \( t < p \). Since the demand is non-decreasing before \( p \), the demand at hour \( t \) is no less than that at hour \( t-1 \). If \( U \) is stopped at hour \( t \) (i.e., active till hour \( t-1 \)), in order to fulfil the demand at hour \( t \), there must be at least one new instance \( V \) started at hour \( t \). Then, instead of stopping instance \( U \) at hour \( t \) and starting instance \( V \) at hour \( t \), an alternative schedule is to extend the running time of instance \( U \) to cover the entire reservation period of instance \( V \). The resulting new schedule remains eligible and has one less instance stopped before hour \( p \). This process can be repeated to continue reducing the instances stopped before hour \( p \) until all such instances are eliminated.

Thus, there exists an eligible reservation schedule with no instance stopped before hour \( p \). Similar arguments can be made to prove that no instance is started after hour \( p \).

A direct implication of the above observation is as follows. For each hour \( t \), let \( x_t = r_t - r_{t-1} \) be the difference between the demands of hour \( t \) and the previous hour \( t-1 \). If a demand list is feasible, then there must exist an eligible reservation schedule such that at any hour \( t \), if \( x_t > 0 \), then exactly \( x_t \) instances are started at hour \( t \). Otherwise, if \( x_t < 0 \), then exactly \( x_t \) instances are stopped at hour \( t \). It can be shown that this result applies to any demand list and is not restricted to those with a single peak.

Recall that an instance can only be stopped after being active for a minimum period of 4 hours. Hence, a demand list is infeasible if at some hour \( t \) where \( x_t < 0 \), there are insufficient instances that can be stopped. This implies that at this hour \( t \), the number of active instances would have to exceed the demand. Note that the number of instances that must be active at hour \( t \) is the sum of the positive values among \( x_{t-1} \), \( x_{t-2} \), and \( x_{t-3} \), i.e., the total number of instances started in the previous 3 hours. For example, consider the demand list shown in Figure 6. At hour 6, the minimum possible number of active instances is \( x_3 + x_4 + x_5 = 5 + 8 + 1 = 14 \), while the demand at hour 6 is \( r_6 = 13 \). Therefore, this demand list is infeasible. Based on this observation, we can perform feasibility testing by checking whether the minimum possible number of active instances at each hour \( t \) (where \( x_t < 0 \)) is less than or equal to the demand at hour \( t \).\(^2\) If so, the demand list is feasible. If not, then the demand list is infeasible.

If a demand list is infeasible, to take the best advantage of scheduled instances, we are interested in finding an approximate solution where the scheduled instances reserved can cover the demands as much as possible. This can be achieved by removing some of the demands so that the resulting demand list is feasible. The removed demands will be covered by on-demand instances. In the following, we describe our approach.

Starting from hour \( t = 1 \), we iteratively compute the difference \( x_t = r_t - r_{t-1} \) between the demands of two successive hours \( t-1 \) and \( t \). If \( x_t > 0 \), then we initiate \( x_t \) instances at hour \( t \). If \( x_t < 0 \), then we compute the minimum possible number of active instances at hour \( t \). If it exceeds the demand at hour \( t \), let \( d \) denote the exceeding amount. To make the demands feasible, we can remove \( d \) instances that should be active at hour \( t \) due to the minimum duration requirement and remove the amount of demands that these instances have covered so far (i.e., from their initiations to hour \( t-1 \)). This will allow us to make the demands up to hour \( t \) feasible. In order to minimize the amount of demands.

\(^2\)We remark that it is actually sufficient to perform this test at hours \( t \), \( t+1 \) and \( t+2 \) for all the hours \( t \) where \( x_t < 0 \) and \( x_{t-1} \geq 0 \). This is because the demands at hours outside the above range will not affect the feasibility result.
Scheduling Algorithm
Input: a demand list \( r_1, r_2, \ldots, r_{24} \)
Output: a list of tuples \([s, t]\), each tuple represents a scheduled instance to be started at hour \( s \) and stopped at hour \( t \)

1. let \( Q \) be an empty queue;
2. let \( x_1 = r_1 \), add \( x_1 \) copies of \( t \) into \( Q \);
3. let \( t = 2 \);
4. while \( t \leq 24 \) do
   1. compute \( x_t = r_t - r_{t-1} \);
   2. if \( x_t > 0 \) then
      1. add \( x_t \) copies of \( t \) into \( Q \);
   3. if \( x_t < 0 \) then
      1. let \( m \) be the sum of positive values among \( x_{t-1}, x_{t-2} \) and \( x_{t-3} \);
      2. if \( r_t < m \) then
         1. remove the last \( m - r_t \) items from \( Q \) and put them in an array \( T \);
         2. for each \( s \in T \) do
            1. let \( r_i = r_i - 1 \) for \( i = s, s + 1, \ldots, t - 1 \);
            2. update \( x_i = r_i - r_{i-1} \) for \( i = t - 2, t - 1, t \);
            3. remove the first \( x_t \) items from \( Q \) and put them in an array \( S \);
         3. for each \( s \in S \) do
            1. output tuple \([s, t]\);
   4. \( t = t + 1 \);

Figure 7. Scheduling algorithm

to remove, we order all the active instances according to their start times and remove the last \( d \) instances (i.e., those with the latest start times). Figure 7 presents the pseudo code of our algorithm to find a reservation schedule of scheduled instances for a demand list. The algorithm outputs an eligible reservation schedule if the demand list is feasible and an approximate solution if the demand list is not feasible.

For example, we have shown that the demand list in Figure 6 is infeasible. The exceeding amount at hour 6 is 14 – 13 = 1. Thus, we can remove one active instance at hour 6. Among all the instances active at hour 6, the last started one was started at hour 5. Removing this instance and the demands it covers (i.e., one unit at hour 5) will render the resulting demand list feasible.

Finally, we remark that the idea of our scheduling solution is general and can be applied to minimum duration requirements of any length. To deal with a duration requirement of \( n \) hours, we only need to re-define the minimum possible number of active instances at an hour \( t \) as the total number of instances started in the previous \( n - 1 \) hours.

IV. CASE STUDY

To demonstrate the efficacy of our cost optimization strategy, we collect the workloads of two online applications for case study.

A. Data Collection

The first application is a popular online game called League Of Legend (LOL). LOL is a multi-player battle arena video game. In this game, each session is a match consisting of 10 players. The players form two opposing teams and they fight in an arena.

We crawled the workload data of the LOL game in North America. Starting from the seed data provided by an official API [10] which includes the information of 1000 matches, we retrieved the lists of players involved in these matches, and then the lists of matches played by all these players. After that, we further retrieved the player lists of the new matches obtained and the match lists of the new players obtained. We repeated this process iteratively to get as many matches as we could. In this way, we acquired the information of more than 100 million matches played by around 1 million players. Our data covers a period of two years from 1 August 2014 to 31 July 2016. We use the number of matches played per hour as an indicator of workload. Figure 8 shows the number of matches played in each hour in four sample weeks. It can be seen that the workload exhibits a regular diurnal pattern. Daily peak loads appear in the evening. These characteristics are shared by the workloads of different weeks.

The second application is the Wikipedia Mobile (WikiM) service, which includes the mobile sites for all Wikimedia projects. We downloaded the hourly page view statistics of WikiM for two years (1 August 2014 to 31 July 2016) [11]. We use the total size of the content returned by WikiM in each hour as a workload indicator of WikiM servers.

Figure 9 shows the size of the content returned by WikiM in each hour in four sample weeks. Similar to Figure 8, the workload shown in Figure 9 also exhibits a strong diurnal pattern. Daily peak loads appear in the daytime from late morning to afternoon. The workload variations of WikiM are less significant compared to those of the LOL game. These fluctuating workloads bring a challenge for the game provider and Wikipedia operator to provision the server instances in a cost-effective manner.

B. Regularity

To evaluate the regularity of the workloads, we examine the correlations between the workloads at the same hour on different days. We use the Kullback-Leibler Divergence (KLD) [16] as a distance metric to quantitatively measure the similarity between workload distributions. Equation (1) defines the KLD between two discrete probability distributions \( P \) and \( Q \).

\[
D_{KL}(P\|Q) = \sum_i P(i) \log \frac{P(i)}{Q(i)} \tag{1}
\]

If the KLD is close to zero, \( P \) has a minor divergence from \( Q \). But the KLD is not symmetric as \( D_{KL}(P\|Q) \neq D_{KL}(Q\|P) \).
Only when $D_{KL}(Q \parallel P)$ is also close to zero, $P$ and $Q$ can be considered similar to each other. To compare the workloads in the same hour on different days, we compute the workload distributions of the LOL game and the WikiM service in each hour over a week based on our workload data of two years. Since there are 24 hours per day and 7 days per week, for each application, we obtain a total of $24 \times 7 = 168$ distributions from our workload data, each with 104 samples as there are 104 weeks in two years.

Figure 10 shows four sample residual probability distributions of the LOL workload for the 9th and 22nd hours on Tuesday and Thursday. It can be seen that the workload distributions of the same hour on different days are quite similar. But the workload distributions of different hours on the same day can be very different. Table III lists the KLDs between the LOL workload distributions of the 9th hour on different days of a week. As can be seen, all the KLDs are less than 0.05. The average KLD for the 9th hour across different days is 0.02.

To illustrate the KLDs in other hours, Table IV lists the average KLD for each hour of a day for the LOL workload. As can be seen, all the values are less than 0.06. Similar trends are also observed for the WikiM workload. Table V lists the average KLD for each hour of a day for the WikiM workload. Compared with Table IV, we can see that the KLDs between the WikiM workload distributions are even smaller than the LOL workload distributions. From these tables, it can be concluded that the workloads of the LOL and WikiM services are quite similar, especially during the same hours on different days. However, there are some differences in the workloads of different hours on the same day.
results, we can conclude that the workload distributions of the same hour on different days are similar to each other for the LOL game and the WikiM service. This matches the features of scheduled instances very well and justifies the need for these two applications to reserve scheduled instances with daily recurring patterns.

C. Instance Reservation for Cost Optimization

We apply our proposed cost optimization strategy to the LOL and WikiM workloads. For each application, we use the workload data of the first year as a training set to build the workload model and compute the optimal combination of the three pricing options, and then we use the workload data of the second year as an evaluation set to evaluate the reservation plan obtained.

We assume that each server instance can support 10 GB of content per hour for the WikiM workload. Using our workload data, we compute the distribution of the number of instances needed for each hour of a day and feed the distributions into the instance allocation algorithm presented in Section III-A. Tables VI and VII show the allocation results for using the first year workload data, where \( R \) is the number of reserved instances required, and \( r_i \) is the number of scheduled instances required in hour \( i \) of a day. It is easy to see that scheduled instances are required in the afternoon and evening to cope with the higher workload of LOL, and in the morning and afternoon to deal with the higher workload of WikiM.

Then, we run the scheduling algorithm presented in Section III-B based on the demands for scheduled instances output above. Figures 11 and 12 show the scheduling results. For the LOL workload, the demand list is feasible and our algorithm finds an eligible reservation schedule to cover all the demands. For the WikiM workload, the demand list is infeasible and our algorithm finds an approximate solution by removing a little demand (3 instances) in hour 15.

<table>
<thead>
<tr>
<th>Table V</th>
<th>AVERAGE KLD OF WIKIM WORKLOAD FOR EACH HOUR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0~1am</td>
<td>1~2am</td>
</tr>
<tr>
<td>0.0016</td>
<td>0.0016</td>
</tr>
<tr>
<td>0.0011</td>
<td>0.0008</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.0008</td>
</tr>
<tr>
<td>0.0012</td>
<td>0.0011</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table VI</th>
<th>ALLOCATION RESULT BASED ON THE 1ST YEAR LOL WORKLOAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_{13} )</td>
<td>( r_{14} )</td>
</tr>
<tr>
<td>27</td>
<td>93</td>
</tr>
</tbody>
</table>

\( R = 469, r_1 \sim r_{12} = 0 \)

<table>
<thead>
<tr>
<th>Table VII</th>
<th>ALLOCATION RESULT BASED ON THE 1ST YEAR WIKIM WORKLOAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_9 )</td>
<td>( r_{10} )</td>
</tr>
<tr>
<td>28</td>
<td>30</td>
</tr>
</tbody>
</table>

\( R = 391, r_1 \sim r_8 = 0, r_{18} \sim r_{24} = 0 \)

On obtaining the instance reservation plan using the first year workload, we apply it to the second year workload and compute the percentage of workload served by each pricing option as well as the total cost incurred. In addition, we also compute the optimal reservation plan directly using the second year workload and the corresponding workload division among pricing options and the total cost incurred. Figures 13 and 14 compare these results. It can be seen that the workload divisions of the two reservations plans are quite similar and their costs are pretty close. The workload divisions differ by less than 5% for both LOL and WikiM. The costs differ by only 0.2% and 0.6% for LOL and WikiM respectively. These results show that the workload distributions of these two applications are rather stable and it is practicable to use the models of historical workloads to optimize the combination of pricing options.

Finally, we evaluate the potential benefits for using scheduled instances. It is likely that the price discounts and duration requirements offered by cloud vendors for scheduled instances may change in the future. Therefore, we study the cost savings over a wide range of these parameter values.

We again use the first year workload as the training data to compute the reservation plan and use the second year workload for evaluation. Currently, the equivalent price discount of a reserved instance compared to an on-demand instance is about 43% (i.e., \( 1 - 603/(0.12 \times 8760) \)). Thus, we vary the price discount of a scheduled instance up to 40%. We compute the cost saving of using the best combination of the three pricing options compared to the best combination of on-demand and reserved options only. Figures 15 and 16 show the cost savings under different price discounts and duration requirements of scheduled instances. As expected, more cost can be saved with increasing discount. Note
that the relation between the cost saving and the price discount is not perfectly linear. This is because the numbers of instances at different utilizations are not uniform. With an increasing price discount, a disproportionately larger number of instances can benefit from the option of scheduled instances.

In addition, Figures 15 and 16 show that the duration requirement of scheduled instances also affects the cost saving. In general, if the cloud vendor sets a longer duration requirement, less cost can be saved by using scheduled instances. The reason is easy to understand. Under a tougher duration restriction of longer time, it will be harder to find an eligible reservation schedule to fully cover the demands for scheduled instances. Then, only approximate solutions can be constructed to partially cover the demands for scheduled instances. To make a demand list feasible, the amount of demands that needs to be removed normally increases with the duration requirement. This implies that more on-demand instances may have to be used to serve the workloads, thereby reducing the cost saving.

It is also interesting to note that increasing the price discount of scheduled instances can mitigate the impact of duration requirement on cost saving. As shown in Figures 15 and 16, when the discount is below 30%, a duration requirement of 6 hours results in noticeably lower cost saving than a duration requirement of 4 hours. But when the discount exceeds 30%, these two duration requirements produce almost the same cost savings. This is because when the discount is higher, a larger number of scheduled instances are used since more workload is allocated to scheduled instances. As a result, there are more instances available for stopping to fit the demand when the demand drops across successive hours. This increases the chance for the demand list to pass the feasibility test.

V. RELATED WORK

Cost optimization for renting cloud resources between traditional on-demand and reserved pricing options belongs to the classical rent-or-buy problems. This kind of problems involves some interesting cases like the ski rental problem [17] and the Bahncard problem [18]. Some previous work has adapted the solutions to these problems for cloud instance acquisition. To minimize the cost, Hong et al. [7] applied a break-even instance utilization ratio at which the cost of a reserved instance equals that of an on-demand instance to find the optimal configuration. Bodenstein et al. [6] introduced strategic decision models to decide at what time and with which type of pricing options to use.

To reduce the workload knowledge needed for solving the cost optimization problem, Wang et al. [4] proposed online algorithms to obtain a near optimal cost with limited or even no prior knowledge of the future workload. To further reduce cost, they designed a cloud brokerage service [19] to reserve a large pool of instances from the cloud provider and share it among different users. Hu et al. [20] proposed an online algorithm for cost optimization with multiple reservation choices that have different price discounts and contract lengths. The problem is modelled as a multi-dimensional variant of the Parking Permit Problem. However, all the reservation choices in their study are traditional reserved instances that fully book resources throughout the contracts. No scheduled instance was considered.
Besides the pricing options, another important factor for optimizing the cost of cloud users is job dispatching. As demonstrated in [21], the job dispatching strategy may significantly affect the total cost of the on-demand instances used in a cloud gaming system. The job dispatching problem for cost optimization can be modelled as a new variant of the dynamic bin packing problem [22], [23]. The First Fit packing algorithm is currently the best known algorithm for this problem [24].

VI. CONCLUSION

As IaaS vendors like Amazon prefer regular and steady demands, they have rolled out a new type of scheduled instances into the market. The scheduled instances make it more complicated for users to find the optimal combination of pricing options to serve a workload with minimum monetary cost. Many previous methods cannot be applied directly any more. In this paper, we have proposed a new cost optimization strategy to compute the best numbers of reserved, scheduled and on-demand instances to use given the workload distributions. Using two popular online applications as case studies, we have demonstrated the efficacy of our solution and the potential benefits of scheduled instances.
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